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Figure 1: From just two input images (left) our method is capable of estimating the BRDF parameters (right, synthesized
from novel viewpoints) of complex materials.

Abstract

The estimation of the optical properties of a material
from RGB-images is an important but extremely ill-posed
problem in Computer Graphics. While recent works have
successfully approached this problem even from just a sin-
gle photograph, significant simplifications of the material
model are assumed, limiting the usability of such meth-
ods. The detection of complex material properties such as
anisotropy or Fresnel effect remains an unsolved challenge.
We propose a novel method that predicts the model parame-
ters of an artist-friendly, physically-based BRDF, from only
two low-resolution shots of the material. Thanks to a novel
combination of deep neural networks in a nested architec-
ture, we are able to handle the ambiguities given by the non-
orthogonality and non-convexity of the parameter space. To
train the network, we generate a novel dataset of physically-
based synthetic images. We prove that our model can re-
cover new properties like anisotropy, index of refraction and
a second reflectance color, for materials that have tinted
specular reflections or whose albedo changes at glancing
angles.

1. Introduction

One of the main problems in Computer Graphics is the
creation of synthetic images which are indistinguishable
from real world objects, a process known as rendering.
Among the existing rendering techniques, physically-based
rendering algorithms achieve plausible results by comput-
ing the way light bounces through the scene, an operation in
which the right definition of a material is critical to convey

realistic results. To describe and encapsulate the material
reflectance behavior, a common model is the a Bidirectional
Reflectance Distribution Function (BRDF), but the acquisi-
tion and measurement of the BRDF of real materials is a
big challenge due to the sheer number of uncontrolled opti-
cal phenomena affecting the light transport on the material
surface. While there are specific techniques for this pur-
pose [13, 14, 29, 12, 33], it is a slow, constrained and ex-
pensive process. A usual approach to circumvent this prob-
lem is to use a simplified analytic model controlled by a set
of parameters [22, 35, 11, 9]. Despite the expressiveness
of these models, when trying to reproduce a real world ma-
terial, this process of tuning parameters by hand is a time
consuming and error-prone task for digital artists.

Anisotropic models are capable of depicting a great va-
riety of materials (Figure 2), however, choosing the appro-
priate model for the appearance is critical, and, sometimes,
the flexibility required by an artist to tweak the parame-
ters is not aligned with the facility of finding them in an
optimization procedure. The approach of Aittala et al. [4]
fits a learned model from Brady et al. [9] by means of a
flash-no flash image pair and using non-linear optimization
methods. In opposition to an empirical BRDF, in this work
we chose a physically-based, industry-oriented model [1]
widely adopted in the film and video game industries. De-
signed with artistic expressiveness as main goal, it has the
key challenge of having a non-orthogonal, non-convex pa-
rameter space, making existing optimization methods un-
suitable.

In this work we propose a novel real-time method based
on neural networks to automatically estimate the BRDF pa-
rameters of an arbitrary material using just two low resolu-
tion images. We estimate ten parameters that model com-



Figure 2: Examples of anisotropic materials

plex reflectance effects, including anisotropy. As this is a
highly ill-posed problem, we make some assumptions: we
assume that pictures are taken in a controlled (but low cost)
environment and, we also assume planar objects with ho-
mogeneous materials.

Recent methods based on deep learning techniques have
proved to be successful in fitting the parameters of isotropic
material models from arbitrary single images [28]. How-
ever, real world materials like brushed metals or cloth
cannot be modelled with simple isotropic models like
Phong [21] or Ward [34].

This paper makes the following contributions:

• A method that estimates the parameters of an
anisotropic BRDF from two shots of the material at
30◦ and 90◦ degrees.

• A hybrid deep learning architecture that combines fea-
ture learning with nested fully-connected layers that
leverage dependencies in the parameter space of the
model.

• A novel loss function that combines pure classification
with gaussian smoothing to perform regression of the
parameters.

• A novel synthetic dataset of planar samples of
anisotropic materials rendered under multiple view-
points.

2. Related Work
Anisotropic Materials The final appearance of
anisotropic materials is determined by multiple factors
including the mechanical properties of the material along
with the viewer and light source orientation. Therefore,
accurately capturing these complex interactions require the
use of expensive gonioreflectometers [13, 14], or controlled
setups with various sampling strategies [29, 12, 33].

Similarly, a few parametric models exist to simu-
late anisotropic behaviors based on microfacets [35, 11],
Wasserstein coordinates [8], or non-physically-based mod-
els with editable capabilities [22]. Among them, the closest
to our work is the method of Aittala et al. [4]. Equally re-
lying on an image pair, they use Levenberg-Marquardt to
optimize the orthogonal parameters of a machine-learned

microfacets model [9]. In contrast, our anisotropic model is
artist-friendly, meaning in practice that different set of pa-
rameters might yield the same appearance, and thus, making
the problem unsuitable for conventional optimization meth-
ods. In this work, we handle this ambiguity by modeling the
parameter relationships with a nested neural network that
estimates the parameters of our model, given only two pic-
tures of the material taken under two different orientations.

Other methods that model and capture anisotropy cannot
be used in a wild and uncontrolled environment. We refer to
the state-of-the-art paper of Guarnera et al. [16] for a com-
plete analysis of anisotropic models and acquisition meth-
ods. We present the first low cost and easy to use a method
that capture anisotropic materials using a highly expressive
and artist-friendly model.

Isotropic Materials On the other hand, isotropic mate-
rials, have received much more attention due to their sim-
plicity to capture [27], model and render in virtual environ-
ments [37]. Non deep-learning methods for isotropic mod-
els include: capturing SVBRDF and normal maps from two
shots [4], single shots [3], dictionary-based [18], or based
on neural texture synthesis [2]. Others take as input RGBD
images like [36] or [26].

However, recent works that rely on deep learning tech-
niques have proved to outperform conventional optimiza-
tion. We can categorized these methods in two big groups
according to whether the loss function is computed as:
1) the pixel-wise difference between the ground truth im-
age and a rendered image computed with the parame-
ters predicted by the model, i.e. the render loss (rloss)
[19, 23, 38, 15, 28]; 2) the difference between the ground
truth and the estimated parameters, i.e. the parameter loss
(ploss) [20, 24, 28]. Methods that rely on the rloss are
in general more precise as the training learns how much
a variation of parameters affect the desired results. How-
ever, they need the render function to be computed almost
in real time. Our anisotropic model is computationally com-
plex and takes several minutes to compute, making our net-
work unfeasible to be trained with the rloss. We get in-
spiration from the work of Kim et al. [20], that takes as
input an RGBD image, and uses the ploss enhanced with
color histogram-based regularizators to find the five param-
eters of an isotropic Ward model [34]. On the contrary, we
use a nested architecture designed to reduce the ambiguity
given by the non-orthogonality of the parameters. With the
exception of Meka et al. [28], the other methods estimate
the material parameters by regression. Instead, we pose the
problem as a classification task which results in more ro-
bust estimations with greater explicability. Table 1 shows a
summary of the deep learning based methods for isotropic
models.



Method Arquitecture(s) Loss Material Model Output
[19] U-Net rloss Phong [21] Images: albedo, irradiance, speculars, and occlusions

[23]
[1] CNN+FC; [2]
U-Net

rloss SVBRDF Ward [34]
[1] RGB specular and roughness (4 params); [2] Im-
ages: albedo, normals

[38] CNNResnet+FC rloss Nielsen [30] 15 parameters

[15]
[1] U-Net; [2]
CNN+FC, U-Net

rloss
[1] R. Map [17] [2]
Phong [32]

[1] image; [2] 7 params + image spherical illumination

[24] CNN + FC
rloss,
ploss

Directional Statistics
BRDF [25]

normals, environment map, 108 material params

[28] Stacked U-Net
rloss,
ploss

Blinn-phong [7] 4 params (RGB albedo and specular coefficient)

[20] CNN/Voxel ploss Isotropic Ward [34] 5 parameters

Ours CNN+nestedFC ploss
Maxwell (Ashikhmin-
Shirley’s) [5]

10 parameters

Table 1: Comparison of deep learning-based methods for isotropic materials. All the methods take as input a single image
except the method of Kim et al. [20] that needs RGBD images, the method of Li et al. [23] which constrains the input to
planar samples of metal, wood or plastic, and our method, that requires two captures. Note that our method is the first to fit a
complex anisotropic model, while all the other methods use isotropic material models.

Datasets for learning-based methods. Any supervised
machine learning-based method requires an annotated
dataset for training. Given the variety of models, each
method has developed its own dataset specific for the task
at hand without publishing it, with a few exceptions. The
dataset of OpenSurfaces [6] with perceptual Ward [31] pa-
rameters obtained via crowdsourcing, SynBRDF [20] con-
taining 500K RGBD images rendered under a variety of
natural illumination (5000 materials, 5000 shapes), Objects
under Natural Illumination Database [25] with six objects
taken under five natural illumination environments with
calibrated ground-truth geometry and illumination. These
datasets rely on simple isotropic models of materials. Our
MaxBRDF dataset, which we plan to make available, pro-
vides a very complex set of planar samples of anisotropic
materials.

3. BRDF Model Analysis

We focused our work in the standard BSDF of the com-
mercial software Maxwell Render [1], the reason is twofold:
first, Maxwell Render is an unbiased physically based ren-
dering engine, capable of generating realistic synthetic im-
ages reproducing a real setup [38]. And second, Maxwell’s
underlying BSDF is designed for artists, with very expres-
sive but non-convex and non-orthogonal parameters: this is
a challenging scenario for classic optimization approaches,
but a nice testbed to explore the potential of CNN architec-
tures for parameter fitting.

Maxwell Render’s underlying BSDF is a reflectance
(BRDF) and transmittance (BTDF) model defined by
twenty-five (25) parameters. Although artists usually com-
bine this model with spatially varying (SV) textures, often

layered in a stack of multiple BSDFs, for the purpose of this
work we match the material in isolation, although it could
be extended to SVBRDF with further statistical analysis,
such as the texture transfer technique described by Aittala
et al. [4]. We focus our study in the reflectance component
(BRDF) of the BSDF, as shown in Figure 3 and defined by
the equations described next.

The BRDF defining the opaque reflectance is an adap-
tation of Ashikhmin-Shirley’s model [5] able to represent
complex behaviors like anisotropy and Fresnel reflections.
The main difference is the elimination of the original diffuse
term ρd, and the inclusion of a 90◦-reflectance value which
is dominant at glancing angles and the reversion to a purely
diffuse model when the roughness is approaching 100%, as
shown in Equation 1 which defines the BRDF model:

f(ωi, ωo) =


fm(ωi, ωo) R ≤ 90

α fm(ωi, ωo)+

(1− α)RGB0 cos θo R > 90

α = 0.1|100− R|

(1)

fm(ωi) = (RGB90 (1− cos θo) +

RGB0 cos θo ) ρs(ωi, ωo) fr(ωi)
(2)

fr(ωi) =
1

2

(
k2 cos2 θi + (Nd cos θi − 1)2

k2 cos2 θi + (Nd cos θi + 1)2

+
k2 + (Nd − cos θi)

2

k2 + (Nd + cos θi)2

) (3)



Figure 3: Diagram of Maxwell Render’s BRDF model. The
vectors ωi and ωo are generally associated to incoming light
and viewer direction.

ρs(ωi, ωo) =

√
(nu + 1) + (nv + 1)

8π

· (n · h)nu cos2 φ+nv sin2 φ

(h · k) max((n · ωi), (n · ωo))

(4)

Where fr is the Fresnel component, and ρs is the specu-
lar component (See equations 3 and 4). Please note that the
operations with RGB0,RGB90 are not representing a sim-
ple multiplication of RGB channels, as the luminance is
controlled by the Fresnel component. Only the chromatic
hue is conserved, yielding an interesting feature for artists
to represent tinted Fresnel reflections in materials such as
metals.

Based on these equations, a wide range of materials can
be represented by artists tuning the following ten parame-
ters:

• θ0: Roughness (R) determines the tiny imperfections
that make a material reflect the light in a diffuse way.
Its influence on the final appearance is very significant
and most of the remaining parameters depend directly
on its value. We can observe it for RGB0 and RGB90 in
Equation 1 and 2, for anisotropy in equation 5 and for
IOR (Nd) in Equation 2, as the term ρs is multiplying
the Fresnel term (fr(ωi)).

• θ1−2: Anisotropy and Anisotropy Angle address to
how directional the light is reflected. Anisotropy is a
common property in brushed metals. The nu and nv
exponents depend on the value of R and anisotropy,
and control the shape of the specular lobe in a similar
fashion to the Ashikhmin-Shirley’s model [5] as de-
fined in Equation 5. The anisotropy angle controls the
direction of the effect, by setting the origin w.r.t. the
Φ angle within the plane defined by the surface U,V
vectors.

nu = (0.001 + 0.00999R)−3

nv = (n−1/3
u +Anisotropy3)−1

(5)

• θ3: Nd is the Index Of Refraction (IOR). It deter-
mines how light propagates through the material and

the amount of reflection. A material with Nd set to a
low value will have weak reflections, while high val-
ues will create a mirror-like effect. The complex part
of the IOR (the refraction extinction coefficient k) is
set to zero in our data, due to its negligible effect in
opaque materials.

• θ4−6: Reflectance 0◦ (RGB0) refers to the color of a
material, i.e. how light is reflected when it hits the
surface and is seen from a front view. It is composed
of 3 parameters, the reflectance color in RGB space.

• θ7−9: Reflectance 90◦ (RGB90), like the previous one,
its three parameters determine the amount of light that
is reflected, but in this case, when it is seen at 90◦.
The influence of each of the reflectance colors depends
strongly on the roughness value R, but also on the Nd
value. In general, the RGB0 value is more prevalent
than RGB90 on the final appearance, due to the form
factor (cos θo) which adds weight to the camera-facing
surface pixels and the use of a Lambert model for high
values of R.

The equations show no interdependencies between
Anisotropy and IOR(Nd), but in our analysis of the mate-
rial appearance variation produced by fixing one parame-
ter and varying the other for regular increments of R, the
anisotropy-dependent term ρs(ωi, ωo) produced a greater
variation per pixel for a given camera response. Intuitively,
for increasing values of Nd the existing reflections on the
surface vary proportionally in luminance and color, while
an equivalent differential variation on anisotropy, affects the
shape of the reflection lobe ρs, drastically altering the shape
and position of the reflections over the surface (see supple-
mentary material).

Optimization Strategy Any attempt to fit this set of ten
non-convex parameters will face the problem of local min-
ima produced by first, multiple possible combinations pro-
ducing the same spatially local values, and second by over-
laid appearance effects masking each other. In an ideal case
we would try to detect and isolate the effect of one parame-
ter over the others at a given pixel, but with traditional opti-
mization approaches, this has proven to be challenging.

On the early stage of the research, we tried to fit the three
parameters of RGB0 albedo using a classical optimization
method, but the results were limited. These preliminary re-
sults and the nature of our parameter space, led us towards
deep neural networks, more suitable for such scenarios, ma-
terializing the architecture described in the next section.

4. BRDF Estimation
Our goal is to provide a low-cost tool to easily capture

the appearance of complex anisotropic materials. To this
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Figure 4: Pipeline of our method.

Rendered 30◦ Rendered 90◦ Homographied 30◦ Homographied 90◦

Figure 5: Two of the 14 views of a sample of our MaxBRDF
dataset, and their corresponding homographied version af-
ter the pre-processing step described in Section 4.1

end, we train a combination of deep neural networks that,
taking as input two shots of the target material, yields the
values of the ten parameters of our anisotropic model de-
scribed in Section 3. Figure 4 shows the pipeline of our
method. First, an initial pre-processing step transforms the
input pair into a more suitable representation by means of
computing its planar homography and whitening the im-
ages. The homographied images are fed into two CNNs that
extract a set of features, which are the input to our nested
neural network that predicts the material parameters.

4.1. Pre-processing

Our input consists of two views of the material captured
at 30◦ and 90◦, as we show in Section 5.1, we empirically
observed that these two views alone summarize most of the
interesting features of the material. Before feeding the in-
put image pair to the network, we perform a pre-processing
step. We leverage the constraint to planar materials and find
the homography that warps each input material to the or-
thogonal camera plane, resulting in a squared image which
we referred to as homographied input. This step facilitates
the training and inference of the network particularly in real
images that may have slightly different backgrounds. This
transformation is shown in figures 5 and 10 for synthetic
and real data, respectively. Additionally, the images are
whitened to remove color correlations which hinder the es-
timation of parameters such as roughness and the index of
refraction Nd.

4.2. Parameter Loss

Before defining each of the modules of our pipeline, we
describe the loss function that our network uses. Our goal

Figure 6: Input label after Gaussian smoothing (blueish
bins), originally a one-hot value of 38 (dashed line).

is to predict the values for a set of parameters, a problem
typically solved as a regression task [20, 23]. However, by
posing the problem as a classification task [28], we reduce
the complexity: from having to find a number within the
whole domain of the real numbers, to a fixed set of unknown
values. We empirically found that discretizing each param-
eter into 100 uniform bins provides enough accuracy and
convergence of the models. In contrast to most of the previ-
ous methods, which encode the material albedo using RGB
space [28], we leverage the perceptually uniform distribu-
tion of CIELAB space and encode the RGB0 and RGB90
parameters in LAB. This enforces that a misclassified bin in
this color space directly match human perception, improv-
ing the accuracy of the predictions, as we show in Section
5.

A vanilla classification loss function computes the cross-
entropy loss per each parameter θi as

Lθi(X,Y ) = −
N∑
j=1

yj log(xj), (6)

where N = 100 is the number of bins/classes, xj is the
probability for the class, and yj is the true label codified us-
ing one-hot encoding. However, in our particular scenario
of regression-by-classification, a weakness of the loss de-
fined in Equation 6 is that almost correctly classified param-
eters are dismissed. In other words, vanilla classification
loss makes sense when there is no relationship between the
classes, however, in our case, small variations in the param-
eters produce imperceptible variations in the render image.
Therefore, mispredicted classes located close by in the pa-
rameter space should be rewarded. To this end, we apply a
Gaussian 1-dimensional discrete filter of radius nine to the
one-hot encoded labels Y (see Figure 6) and redefine our
loss as:

L̂θ(X, Ŷ ) = −
N∑
j=1

ŷj log(xj) (7)

where ŷj is the value after application of the Gaussian
smoothing to the whole vector Y . This change led to
smooth results and patently improved the accuracy of our
model.
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Figure 7: Architecture of each of the two CNN of our Fea-
ture Extraction module. We obtain the feature vectors F0
and Fw corresponding to the output of the second convo-
lutional layer for a network trained with the original data
CNN0 and a network trained with the whitened data CNNw

4.3. Feature Extraction

The first module of our pipeline aims at extracting highly
discriminative features from the input pair. It consists of
two identical convolutional layers with 64 and 128 5x5 fil-
ters, respectively. Each layer is followed by a ReLU (Recti-
fied Linear Unit) activation, a batch normalization, an LRN
layer (Local Response Normalization) and a max-pooling
layer with a stride of 2. After that, we apply three dense (or
fully connected) layers, all of them followed, again, by a
ReLU layer. Between all the layers, we apply dropout (with
75% of keeping values) to make the network more robust
and avoid overfitting. A diagram of the network is shown
in Figure 7. Note that, in this step, all the ten classifiers are
part of the same network that learns shared weights in the
hidden layers and diverges in the last fully connected layer.
Such structure is usually known as multitask learning and
it improves the accuracy, as the learning of similar but dif-
ferent tasks can help the network to recognize relations and
adds some noise that helps generalization [10].

The total loss to train this network is given by the sum of
the local losses (Equation 7) per parameter as follows:

Ltotal =
1

P

P∑
i=1

L̂θi , (8)

where P is the number of parameters.
We train two identical end-to-end networks: the CNN0

network, which takes the original homographied pair as in-
put; and the CNNw network, which inputs are additionally
whitened. The performance of these two networks is rea-
sonable, as our ablative study shows in Section 5, but still
far from the ground truth. The reason is that the dependen-
cies between the parameters are implicitly learned by the
network, increasing the difficulty of the learning process. In
light of these results, and as we know the parameter depen-
dencies from the model definition in Section 3, we manually
designed a nested fully-connected architecture that replaces

F0

Fw

FC1
FC2

FC3

FC4

FC5

Θ0

Θ1 Θ2

roughness

Θ3 

Θ4 Θ5 Θ6

Θ7 Θ8 Θ9

anisotropy

Nd

RBG 0º

RGB 90ª

Figure 8: Nested Architecture. Each • represents a concate-
nation of features. Each FC contains three fully connected
layers with the same structure as the CNN baseline archi-
tecture for feature extraction. Note that the feature vector
Fw is used as input for FC1 and FC2, and F0 feeds FC3,
FC4 and FC5.

the FC layers of the current CNN and combines the knowl-
edge learned from both models, CNN0 and CNNw .

4.4. Nested Learning

Given the feature maps Fw and F0 obtained in the Fea-
ture Extraction module, we train a nested fully connected
architecture hand-crafted specifically for the task of esti-
mating the parameters of our reflectance model. Each fully
connected block (FC) has the same structure as the fully
connected block of the CNN of the Feature Extraction mod-
ule, i.e. three layers with intermediate units of sizes 1024
and 512 with a softmax activation unit per parameter of size
100. Each FC layer is trained independently and differ in
the input and the output as described below.

From the definition of our BRDF model, in Equation 1,
we observe that there is a dependency between the param-
eters, i.e. some parameters overwrite others. We explicitly
model this dependency in the way feature maps and out-
puts of the FC layers are concatenated. The connections
are depicted in Figure 8, where the dots mean a concatena-
tion operation between vectors that intersect. For example,
the roughness parameter θ0 takes as input the feature vector
Fw and outputs 100 units; these units are therefore concate-
nated with the feature vector Fw to form the input of the
layer FC2. FC2 will learn two parameters θ1 and θ2, which
are again concatenated with the first parameter θ0 and the
feature vector F0 to form the input of the layer FC3.

5. Evaluation and Results

5.1. Dataset and Training

MaxBRDF Dataset It is well known that training deep
learning methods require large amount of annotated data,



however, annotating real world materials with their cor-
responding parameters of such complex model is unfea-
sible and error-prone even for skilled artists. We there-
fore present a new physically-based rendered dataset, the
MaxBRDF dataset, with much richer annotations than ex-
isting works, which we use to train our networks.

Samples of the dataset are shown in supplementary ma-
terial. We use Maxwell Render to generate 126K planar
samples of 9K different materials varying our ten target pa-
rameters described in Section 3. For each material, we ren-
der 14 different views. First, with the light source set at 45◦

of elevation above the sample, four rotations of the mate-
rial with camera at 45◦, plus five orientations of the camera
(15◦, 30◦, 45◦, 60◦ and 90◦), and finally, five additional
views with the same camera directions but the light source
at 90◦. In the former, we add a color checker, as the way the
material reflects this colors can help detect some important
features. The scene is illuminated with a spherical emitter
that simulates a bulb with power value of 1000W and effi-
cacy of 17,6 lm/W. The overall setup is simple and designed
to be reproducible with real objects and material samples.

Training We use the synthetic data to train our neural net-
works. In particular, only the views at 30◦ and 90◦ with the
color checker are used for training. We found that these
views are sufficiently representative of most materials and
we empirically proved that they are optimal for this task.
The 12 other views are used at test time to validate the gen-
eralization of the predicted material to novel views (see sup-
plementary material for an example). We separate 2/3 of
the data for the training, 1/6 for validation and 1/6 for test.
For some of the models, We perform data augmentation by
adding Gaussian noise with a mean of 0 and random stan-
dard deviation between 0 and 4. We evaluate the perfor-
mance of this operation in the following section.

We first train the networks CNN0 and CNNw using the
parameter loss of Equation 7 with Mini-batch Stochastic
Gradient Descent, learning rate of 0.003 and random ini-
tialization of the weights. Then, we use the features learned
in this first step to train the nested module. For this aim, the
feature vectors are kept fixed (the weights of the convolu-
tionals networks aren’t updated) and the weights of the new
fully-connected layers in the FC networks are randomly ini-
tialized and trained with a learning rate of 0.03.

5.2. Quantitative Evaluation

We quantitatively evaluate our method using the test set
of our MaxBRDF dataset, from which we know both the
ground truth parameters as well as the rendered images of
each sample.

Figure 9 depicts the pixel-wise mean square error (MSE)
of the rendered predictions and demonstrates that our ap-
proach (“nested LAB”) outperforms the baseline and other

CNN0 CNNw custom
weights
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Figure 9: Pixel-wise error of the predictions on the testset
of our MaxBRDF dataset. Each box depicts the results ob-
tained using a different method. Nested LAB, described in
Section 4, outperforms the rest.

Captured 30◦ Captured 90◦ Homographied 30◦ Homographied 90◦

Figure 10: Sample of our test set of real materials. Using a
low cost setup, we capture them from two viewpoints.

intermediate solutions. In particular, we show MSE per-
pixel error for: first, our CNN0 and CNNw alone, described
in Section 4.3. As expected, these two networks are good at
extracting discriminative features of the input images, but
struggle to provide accurate predictions because they have
to implicitly learn parameter dependencies; we also exper-
imented with assigning explicit weights (in Figure 9, “cus-
tom weights”) to each of the parameters to the loss func-
tion Ltotal defined in Equation 8, hoping that these weights
would ease the learning process. However, results were un-
satisfactory, probably due to the complex parameter depen-
dency of our BRDF model; finally, we show results with our
nested approach using different representations to compute
the error of the reflectance parameters RGB90 and RGB0 (in
Figure 9, “nested RGB”, “nested noise” and “nested LAB”).
We conclude that our nested approach using the LAB color
space to encode RGB90 and RGB0, which includes Gaus-
sian noise augmentation in the training set, outperforms any
other method.

5.3. Qualitative Evaluation

The images of materials predicted by our method using
the test set of MaxBRDF dataset are really accurate. Sev-
eral images on how it generalizes to new viewpoints can be
found in the supplementary material. However, our final
goal is to create a method that estimates the parameters of
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Figure 11: Qualitative evaluation on real materials. Each 4x4 block shows a pair of homographied images of a real material
(captured at 30◦ and 90◦), and the predicted material rendered in the same configuration. This results demonstrates that the
proposed method is capable of capturing complex appearance behaviors such as strong highlights and anisotropies.

pictures of real materials.
Even though our new MaxBRDF dataset features a large

variety of physically-based rendered materials, it does not
contain any real image to use for testing.

We overcome this limitation by capturing a new test set
featuring real-world materials in a low-cost setup, as shown
in Figure 10. Capturing the ground truth properties of those
materials is a challenging task, even with the help of a go-
niorreflectometer and BRDF fitting methods which are be-
yond the scope of this work. However, we can use these
images to visually assess the quality of the predictions and
evaluate the potential of our method for casual BRDF ac-
quisition on the wild.

For each material, we take a photo with a handheld cam-
era approximately at 30◦ and 90◦ in a controlled environ-
ment, where a unique light is located roughly at the same
position as in the synthetic dataset. As shown in Figure 10,
following our pre-processing step, each of these image pairs
is homographied before being fed into our network.

Figure 11 shows 15 pairs of homographied real images
of complex materials, and the corresponding renders of the
predicted BRDF. We demonstrate that our method obtains
highly accurate results, even for materials featuring com-
plex anisotropic and specular behaviors.

Furthermore, in the supplementary video, we show
highly realistic animations of the predicted BRDF of real
materials, using a moving camera. This demonstrates that
our method can be used to render novel views of complex
materials captured with just two quick shots.

6. Conclusions

In this paper, we have presented the first method to esti-
mate the complex appearance of anisotropic materials using
a novel architecture based on nested neural networks. We
have shown that given only two views of a material sample
at 30◦ and 90◦ degrees, our model can extrapolate the esti-
mations to the remaining fourteen views of our dataset. We
have shown the performance of our method with quantita-
tive and qualitative experiments on synthetic and real data
as input, providing compelling results in both scenarios.
We have also presented the first method to achieve non-
convex parameter fitting by using a hybrid approach be-
tween feature learning with convolutional neural networks
and classification-based regression using a nested fully con-
nected architecture. We believe we are the first to provide
such kind of solution to the problem outperforming end-to-
end baseline architectures.
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