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Abstract

Over the past few years Augmented Reality (AR) and Virtual Reality (VR) has
gained popularity and continues to grow in terms of interest and use, particularly
focusing on user interaction. These technologies transform how people engage
with digital content and immersive environments, generating considerable atten-
tion across sectors like entertainment, education, training and healthcare. The
need for natural interactions in VR and AR has emerged to enhance immersion,
accessibility and realism. The goal is to redefine human-computer interaction by
seamlessly blending virtual and physical worlds, offering varied engagement levels
from subtle virtual manipulation to full-body interactions within simulated envi-
ronments.

AR and VR rely on two major technology components typically addressed inde-
pendently: hand tracking and interactions involving both hand-object and hand-
to-hand scenarios. Existing methods often simplify these challenges, limiting their
real-world impact. For hand-object interaction, the most general approach involves
using physics simulation to enable hands and objects to interact according to the
laws of contact mechanics. However, differences in size and skeletal morphology
between hand representations in simulators and tracking devices complicate this
process. The first contribution of this thesis is a personalized soft-hand model
paired with a pose retargeting strategy, formulated as an optimization problem,
to connect tracked and simulated hand representations. This method integrates
off-the-shelf hand tracking solutions with physics-based hand simulation without
requiring a common hand representation, yet allows the hand model parametriza-
tion.

Hand-object interaction requires tracking the hand in the real world to map
our gestures to a virtual scenario. This hand tracking problem is a growing re-
search field with the potential to provide a natural interface for interacting with
virtual environments. Common solutions use computer vision methods, often cou-
pled with learning-based tracking algorithms, which can be depth-based or RGB-
based. These methods output the skeletal morphology and configuration of a hand
that best matches the user’s actual hand, with some also estimating the hand shape.
Given the ubiquity of RGB cameras, research has shifted towards RGB-based meth-
ods. Despite recent advances, the 3D tracking of two interacting hands from RGB
images remains challenging due to issues like inter-hand occlusion, depth ambigu-
ity, handness segmentation and collisions. Additionally, machine learning-based
approaches face difficulties in training due to the challenge of obtaining sufficient,
high-quality training data, further complicating the development of robust hand
tracking systems.

To address these challenges, we propose the first system that simulates physi-
cally correct two-hand interactions with personalized hand shape and diverse ap-
pearances which generates precise synthetic data. This framework is a major com-
ponent of a state-of-the-art algorithm for tracking two interacting hands from RGB
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images. Furthermore, we tackle depth errors that prevent accurate hand-to-hand
contact detection while tracking two-interacting hands by developing an image-
based data-driven approach formulated as an image-to-image translation problem.
To train our method, we introduce a new pipeline for automatically annotating
dense surface contacts in hand interaction sequences. Consequently, our method
estimates camera-space contacts during interactions, which can be plugged into
any two-hand tracking framework.
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1

1 Introduction

Augmented Reality (AR) and Virtual Reality (VR) are expanding areas of research
and technological advancement that garnered increasing interest for decades, where
user interaction takes center stage. They reshape how individuals engage with
digital content and immersive environments. Their mission is to redefine human-
computer interaction by creating immersive and interactive experiences that seam-
lessly blend the virtual and physical worlds while offering users a spectrum of en-
gagement that ranges from subtle manipulations of virtual elements to full-body
interactions within simulated worlds.

On one side, AR harmoniously integrates digital enhancements into the phys-
ical world and enables interactive experiences that combine the virtual with the
real. Users can manipulate virtual objects, access contextual information or en-
gage in collaborative activities using intuitive gestures, voice commands or touch
interactions. AR empowers users to engage with digital content in a manner that is
both immersive and contextually relevant. On the other side, VR transports users
to immersive virtual environments where interaction is intrinsic to the experience.
The users can manipulate virtual objects, explore simulated landscapes or collab-
orate/communicate with others. VR offers users a strong sense of control and im-
mersion in the virtual realm.

However, despite the considerable advancements in headset technology over
the last few years which have significantly enhanced performance and usability,
there remains a critical issue - the use of unnatural and non-intuitive input devices
such as controllers can prevent a full immersion. Given their dexterity, hands stand
out as the most effective versatile interaction tool available to humans, making them
ideal candidates to replace conventional input devices. Using our own hands would
enable the users to manipulate and interact with virtual objects and environments
closely emulating real-world interactions, but also communicate with natural ges-
ture and interact with interfaces using a varied range of movements. This facilitates
a seamless and intuitive user experience, eliminating the need for complex input de-
vices or cumbersome controllers while making more accessible and engaging the
experience for users of all skill levels; instead, users can rely on their innate motor
skills and spatial awareness.

The evolution of AR and VR interaction methods has been propelled by ad-
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vances in user interface design, interaction techniques and sensory feedback mech-
anisms. Researchers persistently explore innovations such as hand tracking, haptic
feedback, spatial audio and gaze-based interactions to refine the realism and intu-
itiveness of user experiences within immersive environments. However, these ad-
vancements also present several challenges that will be presented in the following
section.

1.1 Challenges
To date, VR has reached a high degree of visual realism, allowing the creation of

truly immersive virtual experiences (Kaplan et al. 2021, Krichenbauer et al. 2018, Sun
et al. 2018). As virtual objects appear more realistic, the next natural step is to inter-
act with them (Chessa et al. 2019). Humans instinctively use both of their hands for
interaction with real and virtual surroundings, and for gesturing and communica-
tion. Consequently, many applications require simultaneous hand pose estimation
for both hands while they are in close interaction but also when they are interact-
ing with virtual objects (Figure 1.1). However, this seemingly straightforward action
entails additional challenges in VR: tracking both hands simultaneously and simu-
lating hand-object interactions, which are typically addressed independently.

Figure 1.1: Hand tracking and physics-based simulation enable a variety of practical
applications in virtual reality. From playing instruments to manipulating tools and engag-
ing in creative tasks like sculpting, these technologies open new possibilities for immersive
learning, training, and exploration. Source: (a) VRtuos (2020), (b) VirtualGrasp (2022),
(c) Hand Physics Lab (2021), (d) Barreiro et al. (2021).

For hand-object interaction, the most general approach is the use of physics
simulation to set up a system where hand and objects interact according to the law
of contact mechanics. Several modern solutions facilitate interaction with virtual
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objects by integrating rudimentary physics-based model on top of the tracked hand
structure. However these models only support basic actions such as snapping and
grabbing, in which the pose of the virtual hand is kept fixed once a grasp is de-
tected. In parallel, a dedicated branch of research focuses on physics-based hand
simulation, aiming to compute hand configurations that satisfies force equilibrium.
This involves accounting for various forces, primarily driven by contacts and joint
constraints, with the potential inclusion of soft-tissue deformation. The different
approaches consider articulated hand representations (Borst & Indugula 2005, Ott
et al. 2010), geometric flesh skinning (Duriez et al. 2008), local skin deformation
at fingers (Jacobs & Froehlich 2011, Talvas et al. 2015), or full flesh deformation
(Garre et al. 2011, Hirota & Tagawa 2016). The method of Verschoor et al. (2018)
formulates the problem as an optimization. Yet, a critical observation arises: cur-
rent approaches that incorporate a physics-based simulation step to model hand-
object interaction (Hirota & Tagawa 2016, Kim & Park 2015, Verschoor et al. 2018)
are missing an essential component that hinders their deployment in everyday VR
applications, hand shape personalization.

Existing techniques use a fixed-size hand template model that does not adjust
to the user’s hand size, thereby hindering the effectiveness of state-of-the-art hand
tracking solutions. Such discrepancy between real-world and virtual dimensions
results in simulated hand deformations that significantly differ from those of the
actual hand. Differences in hand size and skeletal morphology, particularly in the
palm position, mean that the hand pose computed by hand tracking cannot be di-
rectly applied to hand-object simulations. If applied naively, it leads to inaccurate
finger configurations, which complicate dexterous manipulation of virtual objects.
Some finger configurations are even impossible to achieve when the pose of the
tracked hand is applied directly to the simulated hand. This limitation is specially
relevant in scenarios where the user wants to interact with virtual objects, result-
ing in unrealistic interactions and limiting natural engagement. Common failures
include difficulties in pinching or squeezing virtual objects, where the desired vir-
tual hand pose is difficult to achieve due to the shape mismatch. For instance, a
real-world pinch might produce a virtual hand pose where the fingertips are far
apart or interpenetrate in an unrealistic way. In Chapter 3 we propose a method to
retarget hand poses between hands with different size and skeletal morphology by
connecting any hand tracking solution with physics-based hand simulation.

Hand-object interaction requires tracking the hand in the real world to map
our gestures to a virtual scenario. Such hand tracking problem is an expanding re-
search field that can potentially provide a natural interface to interact with virtual
environments. Typically, computer vision methods are employed to obtain as out-
put the skeletal morphology as well as its pose, and more recently the configuration
of a hand that best matches the user’s actual hand (Mueller et al. 2019). Some mod-
ern commercial hand-tracking solutions, such as Oculus Quest (Facebook 2019) or
HTC Vive (HTC 2016), circumvent these challenges by severely simplifying user
interaction by means of marker-based hand controllers. This enables robust input
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albeit at the price of reduced degrees of freedom; thereby, it reduces the realism of
the immersive experience.

In contrast, recent hand tracking methods are able to estimate both hand shape
and pose (Romero et al. 2017, Tkach et al. 2017), and some even enforce physically
plausible hand poses which potentially enables a much richer input to the virtual
world, directly from the user’s bare hands: Tzionas et al. (2016) combined a gener-
ative model with physics-based simulation to track hands interacting with objects,
however restrict the object to a set of predefined model class. Hasson et al. (2019)
improved the quality of joint hand and object tracking by incorporating loss func-
tions that favor plausible hand-object interactions, but the method reconstructs
only the hand pose. Depending on the application, certain properties are essential
for hand tracking methods, such as markerless capture, real-time performance, the
ability to track two interacting hands or hands interacting with objects, automatic
adaptation to the users’ hand shape, or the use of a single RGB camera. However,
achieving all these properties is challenging due to issues like frequent occlusion,
depth-scale ambiguity, and the self-similarity of hand parts. To overcome these
challenges, many methods have been proposed, often simplifying the problem by
focusing on single-hand pose estimation, which has been successfully addressed
using multi-camera setups (Ballan et al. 2012, Sridhar et al. 2013) or depth cam-
eras (Malik et al. 2020, Sridhar et al. 2015). Rhodin et al. (2016) analyze the effects
of camera positioning and the complexity of the acquisition system. Recently, the
research focus has shifted towards methods that use a single RGB camera since
these sensors are ubiquitous and have also shown very accurate and robust results
at tracking single hands (Cai et al. 2018, Mueller et al. 2018, Zimmermann & Brox
2017, Zimmermann et al. 2019). Nevertheless, we argue that using hands as a natural
and immersive HCI interface requires methods capable of tracking the two hands
in interaction from a single RGB camera. Unfortunately, very few works exist that
tackle the two-hand tracking scenario. Hybrid and discriminative approaches have
shown great success in other scenarios, but they are heavily dependant on the qual-
ity and diversity of training data. This reliance presents a considerable challenge,
as acquiring comprehensive training data is far from straightforward. On one hand,
tasks such as segmentation and depth estimation can be extremely difficult to label
manually, on the other hand, synthetic data is hard to obtain because its genera-
tion requires accurately simulating real-world conditions and interactions. In this
thesis, we propose a new system simulating physically correct two-hand interac-
tions with personalized hand shape and diverse appearances. This contribution led
to the development of the first method to reconstruct two interacting hands from
only monocular RGB video by using a hybrid method, detailed in Chapter 4. Other
research efforts have been conducted to address this issue. Moon et al. (2020) used
a discriminative method, trained on the first real dataset with large-scale 3D anno-
tations. Li et al. (2022) approached the problem by formulating the output space as
mesh vertices while Zhang et al. (2021) as a parametric model. Despite the promis-
ing outcomes, all these approaches share a common obstacle: residual errors in
depth, shape, or hand pose estimation, which prevent accurate detection of hand-
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to-hand contacts and remains an open problem. In order to address this challenge,
we present in Chapter 5, a method to explicitly learn to detect dense hand contact
from RGB images of two interacting hands.

The focus of my thesis is to address two main challenges in hand tracking and
hand-object interaction: resolving the discrepancies between real-world and virtual
dimensions that lead to unrealistic hand deformations and accurately tracking both
hands simultaneously with its resulting contacts. The contributions of my thesis are
detailed in the following section, along with the resulting publications.

1.2 Summary of Contributions

(a) Chapter 3: Fine virtual manipulation with hands of different sizes.

(b) Chapter 4: Generating Annotated Data of
Physically Accurate Two-Hand Interactions.

(c) Chapter 5: Hand-to-hand Contact
from RGB images.

Figure 1.2: Overview of the different methods implemented in this thesis to address the
challenges mentioned in the previous section.

The main contributions of this thesis can be summarized as follows:

• A pose retargeting strategy to connect the tracked hand and the simulated
hand. Our approach works with any type of tracking or simulation method, as
it stands at the interface between both tasks. We use an intermediate hand
representation that shares the size and morphology of the simulated hand,
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but which tries to match the configuration of the tracked hand. The retarget-
ing strategy formulates an optimization of the pose of this intermediate hand,
based on features that represent the pose of the tracked hand. (Chapter 3)

• An evaluation of the practical impact of the hand mismatch on the manipula-
tion of virtual objects, comparing our pose retargeting strategy vs. naïve copy
of the hand pose. To this end, we have carried out a user study which parallels
task performance of virtual object manipulation. The study confirms that the
mismatch of the hand representation is not critical for gross manipulation (i.e.,
large objects), but critical for fine manipulation (i.e., small objects). (Chapter
3)

• A new physically-correct synthetic data generation framework, which is able
to account for interacting hands with varying hand identities, both in terms of
shape and appearance. This work led to the development of the first monocular-
RGB-based method for 3D motion capture of two strongly interacting hands,
which simultaneously estimates hand pose and shape, while running in real
time. (Chapter 4)

• To the best of our knowledge, the first image-based method to estimate hand-
to-hand contacts from a single RGB image. Our method builds on top of exist-
ing two-hand tracking solutions, enriching them with a camera-space proba-
bility map of hand contact that provides many advantages: i) enables the de-
tection of contact even when 3D tracking is inaccurate, ii) makes our solu-
tion compatible with any existing two-hand tracking framework (either depth-
based and RGB-based methods), iii) can potentially be used as a new term in
optimization-based methods for two-hand tracking. (Chapter 5)

• A new pipeline to automatically detect and annotate dense per-vertex surface
contacts in real-world hand interaction sequences. (Chapter 5)

1.3 Publications
The following chapters are based on these publications:

• Sorli et al. (2021) Fine Virtual Manipulation with Hands of Different Sizes. -
Suzanne Sorli, Dan Casas, Mickeal Verschoor, Ana Tajadura-Jiménez, Miguel
A. Otaduy - In: Proceedings of the International Symposium on Mixed and
Augmented Reality (ISMAR), 2021, CORE: A*.

• Wang et al. (2020) RGB2Hands: Real-Time Tracking of 3D Hand Interac-
tions from Monocular RGB Video. - Jiayi Wang, Franziska Mueller, Flo-
rian Bernard, Suzanne Sorli, Oleksandr Sotnychenko, Neng Qian, Miguel A.
Otaduy, Dan Casas, Christian Theobalt - In: ACM Transactions on Graphics
(Proceedings of ACM SIGGRAPH Asia), 2020, JCR Q1.

The main author of this work is Jiayi Wang, who designed the generative model
fitting formulation as well as the multi-task Convolutional Neural Network,
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while I was the main contributor to the physically-correct synthetic data gen-
eration framework used to train the machine learning predictor. The work is
included in the thesis for completeness of the methods for tracking two inter-
acting hands.

• Hand-to-hand Contact from RGB Images. - Suzanne Sorli, Marc Comino-
Trinidad, Dan Casas - In: Under review, 2024.

1.4 Outline
This thesis is organized as follows:

• Chapter 1 - Introduction. This chapter presents and motivates the research
in hand tracking and hand-object simulation and provides an overview of the
challenges addressed in this thesis along with its contributions. It also details
its outline and highlights the resulting publications.

• Chapter 2 - Background.
This chapter summarizes the previous works that have inspired it, relating
their advantages and weaknesses. We have divided this chapter in four main
sections:

– From Real to Virtual Hand that reviews the fundamental knowledge in
hand modeling from its 3D representation to its articulation, required to
understand this thesis,

– Hand Simulation, that reviews the relevant works in physics-based hand
simulation and presents the simulation model used in the methods de-
scribed in Chapters 3, 4 and 5.

– 3D Hand Tracking that describes the literature of vision-based and mark-
erless 3D hand tracking methods, reviewing the different approaches to
achieve it and the different scenarios possible.

– Embodiment, discusses research on the perception of embodiment in VR
users, highlighting how users can accept significant differences between
their real and virtual hands.

• Chapter 3 - Fine Virtual Manipulation with Hands of Different Sizes.
In this chapter, we introduce our pose retargeting strategy to connect the tracked
hand and the simulated hand. In the first place, we describe the formulation
and solution to the optimization problem, as well as a brief summary of the
hand-object simulation using the CLAP library (Verschoor et al. 2018). In the
second place, we compare task performance of virtual object manipulation us-
ing our pose retargeting strategy vs. naïve copy of the hand pose through a
user study.

• Chapter 4 - RGB2Hands: Real-Time Tracking of 3D Hand Interactions
from Monocular RGB Video.
This chapter describes a new framework for generating photorealistic and
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physically accurate synthethic annotated data depicting sequences of interact-
ing hand motions, which is a major component for a state-of-the-art method
for tracking two hand in interactions. Finally, we provide the evaluation of an
ablation experiment to demonstrate the effectiveness of our framework.

• Chapter 5 - Hand-to-hand Contact from RGB Images.
This chapter presents our image-based data-driven method to estimate the
contact in hand-to-hand interactions. Firstly, we formulate our method as
an image-to-image translation problem. Then, we propose a new pipeline to
automatically annotate dense surface contacts in hand interaction sequences.
Finally, through an exhaustive evaluation, we qualitatively and quantitatively
compare our method with the state-of-the-art and a straightforward RGB-only
baseline.

• Chapter 6 - Conclusions.
This chapter gives a final overview of the proposed methods and discusses the
limitations as well as the different opportunities for future work
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2 Background

2.1 From Real to Virtual Hand
Our hands are our main way of interacting with our surroundings. Palms and

fingers enable us to perform more or less complex tasks that may require dexter-
ity and/or strength, such as grabbing, pushing, pinching, lifting, or moving them in
order to communicate. All these possibilities of activity justify the many research
efforts to synthesize the most natural hands possible for integration into ever more
immersive and realistic virtual worlds. The many methods used to model, animate
and reconstruct hands in 3D are based on a simplified model of the biological struc-
ture of the hand, which we will introduce for greater clarity.

2.1.1 Biological Structure of the Hand

The real human hand is a complex structure made up partly of bone and cartilage
held together by ligaments, and partly of muscles and tendons, all of which interact
closely to orchestrate the complex movements of the fingers and palm together.

The skeleton of a hand comprises 27 bones divided into three groups: the carpus,
the metacarpus and the finger skeleton, shown in Figure 2.1.

• The carpus, or wrist, is made up of eight short bones all lying in the same
frontal plane,

• The metacarpus comprises five long bones in the palm of the hand, known as
the metacarpals, which lie in a frontal plane and are generally oriented in the
axis of the limb,

• The finger skeleton comprises fourteen long bones, called phalanges. The five
fingers are numbered from most lateral (outer) to most medial (inner), and are
called, in order, the thumb, index finger, middle finger, ring finger and pinky
finger. Each finger has three phalanges, proximal, intermediate and distal,
with the exception of the thumb, which has only two, proximal and distal. The
phalanges are located in the axis of each finger.

These bones are linked by articulations (joints) that enable the hand’s function-
ality and mobility. As each finger has three phalanges, it can articulate around the
three corresponding joints (a joint shared with the preceding phalanx): around the
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Figure 2.1: Anatomical system of the hand showing the joints (red lines) and the bones
(black lines). The finger skeleton is shown in blue, the metacarpal bones in yellow and the
carpal bones in green. (Image from Wheatland et al. (2015)).

metacarpophalangeal joints (MCP), which are located between the metacarpals and
the proximal phalanges; around the proximal interphalangeal joints (PIP), around the
proximal and middle phalanges; and finally around the distal interphalangeal joints
(DIP), between the middle and distal phalanges. As the thumb does not have middle
phalanx, it can only articulate around its jointed MCP and DIP. Movements are ro-
tational and are as follows: abduction, where the fingers move away from each other,
away from the middle of the hand; adduction, the opposite of abduction, where the
fingers move towards each other, towards the middle of the hand; flexion, where the
fingers bend towards the palm of the hand; extension, the opposite of flexion, where
the fingers straighten towards the back of the hand. Figure 2.2 depicts these main
movements. However, only MCP joints can perform these four types of movement,
as DIP and PIP joints behave like hinges, and can only flex and/or extend. Finally,
the wrist has a wide range of motion, being capable of flexion/extension, abduc-
tion/adduction and twisting.

Hands are among the most beautiful and complex pieces of engineering in the
human body. It is evident that building a complete model would be a very difficult
task, but also too computationally demanding. A compromise is therefore made
between the features that are desirable and the simplicity/practicality of the 3D
representation of the model.

2.1.2 3D Hand Representation

Commonly, geometric hand models have a skeleton composed of 20 bones and
16 joints. Each finger consists of 3 joints (DIP, PIP and MCP, with the exception of
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Figure 2.2: The main types of movement possible for the hand when viewed from the side
(B) and from the front (A): flexion (orange arrow), extension (blue arrow), abduction (purple
arrow) and adduction (green arrow).(Image from Richard L. Drake (2023)).

the thumb, which consists of CMC, MCP and DIP). The finger joints closest to the
palm are connected to the Carpus (wrist), simplifying the skeleton considerably,
with the last joint being the wrist. However, there is no consensus on the exact
position of each joint, especially as not all hands and hand models have the same
size and shape. Their Degrees of Freedom (DOF), which refer to the distinct ways in
which each joint can move (such as flexing and extending), are depicted in Figure
2.3. They are explained by the natural movements of the different type of joints
presented in the human hand previously. The skeleton resulting from this modeling
(represented by the gray cones) is then used to animate the hand and is defined as
a hierarchic kinematic chain of joints, a method originally proposed by Magnenat
et al. (1988).

Figure 2.3: Kinematic skeleton of a hand with its DOF. (Image from Mueller et al. (2017)).

In other words, a kinematic skeleton is represented on the one hand as a tree
of n joint nodes (nodes representing joints), with a root being by consensus the
first node, defining the global transformation of the root joint (often chosen to be
the wrist when dealing with the hand and spine for a human body); and secondly,
by a set of rigid transforms T ∈ SE(3) which gives the local frame of each joint
noted {Ti}i=0...n−1. Note that if you have a chain of connected bones, only the root
can be moved, the rest can only be rotated. In fact, translating a child would mean
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changing the scale of the bone, and this would not make the animation realistic
(unless it is a special effect). In this model, an edge exists between two nodes if
the corresponding joints are connected by a bone. Each ith node within the tree
stores the transformation Ti which defines its local space relative to its parent. By
convention, the joints are positioned at the origin of their own local coordinate.
Therefore, we can retrieve the location of the ith joint in its parent’s local space
Jparent

i as
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We can thus determine the global coordinate space of a node, that is to say, a
coordinate system relative to the world, by multiplying the local transformations
down the tree.
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formulating mathematically the fact that when a bone is moved, all the subse-
quent bones in the chain defined by αn follow the movement.

2.1.3 Hand Personalization

Formulating a model of capable of reproducing hand shape variability and sur-
face deformations of articulated hands with high detail would be a key to address
the problem of inaccuracy due to the difference between the hand model and user’s
hands and lack of realism.

There are methods that can be used to build detailed surface parametric model
such as Potamias et al. (2023) or Romero et al. (2017). Both of them built a model
of shape variation from extensive high-resolution scans and deformations are then
represented as a linear combination of blend shape basis. However, in the MANO
model (Romero et al. 2017), they don’t restrict the pose-dependent deformations to
be modeled by linear blend skinning only but by learning pose-dependent correc-
tive blend shapes instead from multiple poses, yielding more realistic posed meshes.
They have used 1,000 scans of 30 different subjects in a variety of poses. Tkach et al.
(2017) map an approximate parametric model of the hand to personalized video se-
quences. In our work, we leverage the MANO model of Romero et al. (2017).

A 3D mesh representation consists of a collection, commonly stored as a graph,
of polygons defined by vertices, edges, and faces that approximates the shape of
an object in 3D. The MANO model, which is made up of 778 vertices, 1538 faces
and 16 joints, first has a basic mesh, a template, named T̄ , which is enriched with a



2.1 ● From Real to Virtual Hand 13

Figure 2.4: Several instances of the MANO hand model with parameterized shapes in the
mean pose.

shape blendshape function to vary its shape/appearance as depicted in Figure 2.4.
The following equation yields new hand instances with a parametrized shape:

TS(β⃗) = T̄ +
nc

∑
n=1

βnSn. (2.3)

With β⃗ = [β0, β1, .., βnc] ∈ Rnc the shape parameters as linear coefficients, and the
vectors Sn, the first nc principal components in a low-dimensional shape basis that
they learnt from the scans. They also introduced a pose blend shape function that
produces blend shapes that correct well-known artifacts from traditional LBS mod-
els resulting in more natural-looking finger bending, used to compute the final tem-
plate which is defined as follows:

TP (β⃗, θ⃗) = TS(β⃗) +
9K

∑
n=1
(Rn(θ⃗) −Rn(θ⃗∗))Pn (2.4)

In this equation, θ⃗ ∈ R45 encodes the pose parameters in the form of a rotation of
the joints, K counts the parts in the hand model and Pn are the pose blend shapes.
(Rn(θ⃗) −Rn(θ⃗∗)) will compute pose-dependent weights, with Rn indexing the nth

element from θ⃗ and last, θ⃗∗ is the zero pose (see Romero et al. (2017) for further
details). Finally, the general formula to produce the articulated mesh is then defined
as:

M(β⃗, θ⃗) = LBS(TP (β⃗, θ⃗), J(β⃗), θ⃗,W) (2.5)

with LBS, the traditional skinning function, applied to the final template TP ob-
tained in Equation 2.4. J(β⃗) is the function that computes 3D joint locations as a
function of shape parameters in rest pose (on the template T̄ ), and W is the LBS
skinning/rigging weight matrix.

The computation of skeletal configurations of hand models is at the core of both
hand tracking and hand simulation. These two lines of research differ in the input
data and the formulation of the computational problem, but both solve the pose of
the hand (i.e., joint or bone transformations).
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2.2 Hand Simulation

2.2.1 Hand Simulation in VR

The natural integration of hands into VR applications has been tackled from
two major perspectives. One is to track the user’s hands and detect grasping of
virtual objects, the other is to provide (force) feedback of the interaction with the
virtual objects. Most hand models focus on the skeletal structure of the hand, and
early models even approximated the hand as an articulated structure of rigid bod-
ies (Borst & Indugula 2005, Jacobs et al. 2012, Ott et al. 2010).

To increase the realism of interactive hand simulation, the articulated skeleton
of the hand can be used for driving the deformation of a skin surface, using geo-
metric skinning techniques (Kry et al. 2002, Kurihara & Miyata 2004). Data-driven
hand animation can also incorporate information about contact interactions with
various objects (Kry & Pai 2006, Li et al. 2007, Pollard & Zordan 2005), but the lack
of physics-based response complicates natural interaction with virtual objects.

The realism of hand simulation can be further increased by including a model
of skin deformation that reacts based on the contact configuration with virtual ob-
jects. This skin deformation not only provides indentation and bulging effects akin
to those in the real world, but it also provides a key property for smooth and sta-
ble grasping of objects. Skin is very soft and compliant under gentle forces, hence
it quickly creates a large contact area when we touch and grasp objects, and this
contact area provides a large and stable surface for frictional torque. It is, for ex-
ample, the reason why we can grasp objects using just two fingers. To limit the
computational complexity of simulating a full deformable hand, some works have
explored the use of deformable finger tips (Barbagli et al. 2004, Ciocarlie et al. 2007,
Frisoli et al. 2006). Some other methods connect a portion of the deformable skin
to the skeleton (Duriez et al. 2008, Jacobs & Froehlich 2011, Rivers & James 2007).
Some works with more detailed approaches also simulate parts of the deformation
of the skin like Pouliquen et al. (2005). Considering deformable skin also compli-
cates contact handling, as multiple contact points must be considered per finger tip.
Talvas et al. (2015) simplified this problem by aggregating all the contacts happen-
ing on each finger tip. Kim & Park (2015) deformed the skin using a global skeletal
blending method, and then added a local deformation model based on contact in-
teractions. Holl et al. (2018) simulated a local frictional contact model to produce
highly natural grasping poses.

When a real hand interacts with objects, the contact forces affect the defor-
mation of the skin but also, indirectly, the motion of the skeleton. Capturing this
effect correctly requires two-way coupling of skin deformation and skeletal dynam-
ics. However, this coupled simulation increases considerably the computational
complexity. Hirota & Tagawa (2016), for example, simulated the full deformation of
the skin connected to the articulated skeleton, but applied the configuration of the
tracked hand directly to the skeleton, hence eliminating the two-way coupling ef-
fect. This results in large stress and deformations in the skin, which appear unnatu-
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ral or even turn unstable. Garre et al. (2011) approximated the full two-way-coupled
dynamics solve in two steps. Verschoor et al. (2018) simulated the full coupled prob-
lem efficiently thanks to an energy minimization formulation.

Some works consider more detailed hand simulation, including for example
muscle and tendon deformation (Sueda et al. 2008), or the high nonlinearity of skin
(Perez et al. 2013). These complex models require specialized solvers for fast simu-
lation, but it is difficult to guarantee real-time performance at all times (Perez et al.
2016).

2.2.2 Soft-Hand Simulation Model

In the following chapters, we use the simulation model described in Verschoor
et al. (2018) to which contacts with deformable objects, including a second hand,
have been added. This model simulates the behavior of the soft-hand featuring fric-
tional contact with deformable objects. To achieve interactive frame rates, it avoids
the use of constrained integration and formulate coupling and contact constraints
as penalty forces (soft constraints). However, soft constraints might lead to unsta-
ble simulations due to the high force stiffness required to keep constraints satis-
fied. To guarantee its stability, the simulation method formulates the full dynamics
as a unified energy minimization problem. This section introduces the dynamics
formulation based on energy minimization and details the mechanics of various
simulation elements in terms of energy components: the deformable objects, the
soft articulated hand, and frictional contact.

Unified Energy Formulation

Verschoor et al. (2018) formulate the full dynamics problem as a unified energy
minimization problem depending on a vector of generalized coordinates q ∈ RN .
The generalized coordinates comprise the nodes of the soft-tissue, xH ∈ R3NH , the
position and angular coordinates defining skeleton kinematics, {cS,ϕS} ∈ RNS , as
well as an arbitrary number of deformable objects, xi

O to interact with in the virtual
environment.

In the variational formulation, see e.g. Gast et al. (2015), the dynamics problem
results from discretizing the Euler-Lagrange equations for some potential U and
kinetic K energies. In the generalized coordinates system, the kinetic energy can
be computed as K = 1/2q̇T Mq̇. Here, M is the mass matrix of the system which
is built assembling the mass matrices and inertia tensors of all deformable and
rigid-body objects defined above. Verschoor et al. (2018) discretize Euler-Lagrange
equations in time using forward difference approximations: q̈ = (q̇ − q̇0) ⋅∆t−1 and
q̇ = (q − q0) ⋅ ∆t−1, for some time step ∆t and initial positions and velocities q0

and q̇0, respectively. Assuming the mass matrix of the system M is constant within
each time step, we finally obtain the following backward-Euler discretization of the
equations of motion:

g(q) =M (
q − q0 −∆tq̇

∆t2 ) +
∂U

∂q
= 0. (2.6)
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The expression for the potential energy U can be arbitrarily complex depending
on the characteristics of the simulated scene. The solution to the resulting non-
linear system of equations g(q) = 0 provides a new value for the position of all
generalized coordinates q, and correponding velocities as q̇ = (q − q0) ⋅∆t−1. Note
that solving Equation 2.6 is formally equivalent to the optimality condition of an
energy function:

E(q) =
∆t2
2 q̈T Mq̈ +U, (2.7)

for which∇qE = g(q). This alternative formulation is convenient because the mini-
mization problem can then be solved using any standard nonlinear optimization al-
gorithm. To keep the simulation performance at interactive levels, Verschoor et al.
(2018) only perform one Newton iteration per time step, with Preconditioned Con-
jugate Gradient for the linear solve. This simulation scheme allows us to add an
arbitrary number of energy terms to the potential and solve the dynamics equation
robustly in a unified way. This formulation can be exploited by modeling all interal
forces, contact interactions and coupling mechanisms through energy terms that
are summed up to the total:

U = UH +∑UJ +∑UC +∑UD +∑UI +UT (2.8)

Here,UH models the deformable soft-tissue of the hand,UJ represents constraints at
the skeletal joints, and UC accounts for the coupling between the hand articulated
skeleton and the skin. Alltogether these form our personalized soft-hand model.
Additionaly, UD models the behavior of all interactible deformable objects and UI

accounts for the interactions through frictional contact constraints. Finally, UT is
responsinble for the elastic tracking. In the following, we will briefly explain each
of these energy terms.

Deformable Objects

Continuum deformation mechanics can be described as an integral over the ob-
ject domain of an energy density function Ψ(F ). This energy function is defined
in terms of the deformation gradient, F , which is a metric of local deformation.
The volumetric deformations are solved by numerically approximating such inte-
gral through the Finite Elements Method (FEM). The FEM model discretizes the
volume using a tetrahedral mesh V and use linear interpolation functions to express
the deformation within each element in terms of the deformation of the element
nodes. This makes possible to approximate the total domain integral as a summa-
tion over the M discretization elements. Thus, for each deformable object:

UD = ∑
M

Ψ(F (x,X)Vi, (2.9)

where x and X are, respectively, the deformed and undeformed positions of the el-
ement nodes, and Vi is the rest volume of the tetrahedron. For linear interpolation
functions, the deformation gradient F (x,X) has a simple closed form and the elas-
tic behavior of the object is completely determined by the chosen energy density
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function Ψ. One desirable property of such a function is the invariance to rotation,
i.e., rotational components of the element deformation should not contribute to the
increase of the elastic potential. However, this property requires considering high
order expressions of Ψ which might be costly to simulate. Instead, Verschoor et al.
(2018) use a linear co-rotational model (Müller et al. 2002). Every iteration, the rota-
tion of each deformed tetrahedral element is estimated w.r.t. the rest configuration
Re, by computing the polar decomposition of the deformation gradient F . Then,
a quadratic energy density is formulated depending on the unrotated deformation
gradient F ′ = RT

e F . This way it is possible to keep the simulation at interactive
rates and ignore deformation artifacts due to rotations.

Articulated Soft-Hand

The personalized soft-hand model is modeled through a set of rigid-bodies with
joint constraints, which are mechanically coupled to a soft-tissue layer. The non-
linear continuum mechanics of the skin are modeled in the same way as any of the
other deformable objects in the virtual environment. Thus,UH in Equation 2.8 is for-
mally equivalent to Equation 2.9. However it is known that the nonlinear response
is an essential property for an accurate depiction of skin behavior. In order to keep
the solution as simple as possible while capturing the nonlinear nature of skin dy-
namics, we adopt the extension to the linear co-rotational material in Verschoor
et al. (2018), where the elastic potential Ψ is augmented with a quickly growing en-
ergy term when its value exceeds some specific threshold.

For the articulated rigid-body representing the hand, joint constraints are mod-
eled as a penalty forces. This soft constraint energy penalizes the squared distance
between the joint position expressed in terms of both rigid-body coordiantes. For
two arbitrary rigid-bodies A and B, this results in an energy

UJ =
1
2kJ∣∣cA +RArA − cB +RBrB ∣∣, (2.10)

where cA, cB , RA, and RB are the positions and rotations of the rigid-bodies, and rA

and rB are the vectors from the center of mass ot the location of the joint, expressed
in the local reference system of each body.

Finally, to ensure the global motion of the soft-tissue is driven by the articu-
lated skeleton, Verschoor et al. (2018) introduce an additional soft constraint that
penalizes the distance between the two. The penalty energy penalizes the distance
between a few coupling points expressed in terms of both mesh elements nodes and
rigid-body coordinates. First, a containing capsule representing each bone is de-
fined and its intersection is computed with the tetrahedral mesh. For each element
e intersected by the capsule, its intersection surface is uniformly sampled and the
average positions of all the points is computed to obtain a representative coupling
point xe. This point can be kinematically expressed in terms of both the capsule
rigid-body coordinates and the tetrahedral element nodes {xi} through barycen-
tric coordinates, {wi}, xe = ∑i xiwi. This results in an energy term per intersected
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Figure 2.5: Example of interaction between the simulated hand and various deformable
objects using the CLAP library (Verschoor et al. 2018).

element

UC =
1
2kC

S

ST

∣∣cc +Rcre −∑
i

xiwi∣∣, (2.11)

where cc and Rc are the position and rotation of the capsule and re is the position
of the coupling point in the local reference system of the capsule. To ensure the
coupling force is proportional to the intersected area, each energy is weighted con-
sidering the total number of capsule samples, ST, and the number of samples in the
area intersected by the element, S.

Frictional Contact

Frictional contact is essential for a correct modeling of the interactions between
the hand and the objects of the environment, especially for solving complex tasks
involving grasping. The soft-hand simulation considers non-penetration and fric-
tion soft constraints between the surface nodes and faces of any two arbitrary ob-
jects in the scene. In practical terms, this implies finding, for each node, the closest
surface face in any deformable object and query for potential collisions. To make
this complex problem tractable, Verschoor et al. (2018) compute a signed distance
field (SDF) for each object, which has to be periodically updated to account for pos-
sible deformations. At the beginning of the dynamic step, before solving the op-
timization problem in Equation 2.6, the SDFs are updated and a query is executed
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for collisions of surface nodes. When a surface node xn collides with a face, i.e.,
resulting in a negative distance query, an anchor point xa is initialized on the sur-
face of the contacted object. This defines two additional energy terms to account
for contact and friction forces as soft constraints, UI = UN +UF, where

UN =
1
2wkN ∣∣nnT (xa −xn)∣∣

2, (2.12)

UF =
1
2wkF ∣∣(I −nnT )(xa −xn)∣∣

2. (2.13)

Here, w is a weighing value that is proportional to an area associated with the col-
liding node and n is the normal of the surface at the anchor. Note that such nor-
mal kinematically depends on the the nodes of the colliding face, which are sim-
ulated degrees-of-freedom. However, to simplify collision handling, such normals
are considered constant within each time step. To account for both static and dy-
namic friction regimes, the position of the anchor point is updated allowing it to
slide. In particular, Verschoor et al. (2018) use the Coulomb friction model to de-
termine the friction regime. If the friction force fF = −δUF/δxn and the normal
force, fN = −δUN/δxn satisfy the Coulomb condition ∣∣fF ≤ µfN∣∣, for some friction
coefficient µ, then friction is in static regime and the anchor is kept fixed. Other-
wise, it is in dynamic regime and the anchor slides tangential to the contact surface.
In practice, the position of the anchor is recomputed after each step to ensure the
Coulomb condition holds.

Elastic Tracking

To control the simulated hand by tracking the motion of the user’s real hand,
an additional penalty energy Ut is added that tries to minimize the positions and
rotations of the articulated rigid body representing the hand and the tracked data.
This way, it strongly reduces the impact of discontinuities introduced by the track-
ing device and large deviations when the simulated hand is constrained by virtual
contact. Additionally, to prevent problems due to different simulation and tracking
frequencies, Verschoor et al. (2018) use an intermediate skeletal representation that
will be leveraged in the work described in Chapter 3, that allows to connect off-the-
shelf solutions for hand tracking and physics-based hand simulation, avoiding the
need to share a common hand representation.

2.3 3D Hand Tracking
Most hand tracking methods rely on either vision-based or wearable sensors.

On one hand, wearable sensors are commonly designed as gloves, making them
practical and easy to use. They feature electromagnetic or mechanical sensors that
accurately track the flexion and abduction angles of each finger joint and the palm.
However, they suffer from limited finger dexterity and are not suitable to all hand
sizes. On the other hand, vision-based sensors, or cameras, have become very popu-
lar in our daily lives. Ubiquitous and affordable, cameras can capture a broad spec-
trum of light from visible to infrared. Vision-based sensors offer unrestricted hand
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movement and are valuable for applications that includes intricate objects manip-
ulation. Nevertheless, to track hands properly, they depend on consistent hand
visibility and can be affected by cluttered backgrounds.

2.3.1 Vision-Based Hand Tracking

Within the methods used in vision-based tracking, we can namely find marker-
based and markerless methods. Marker-based hand tracking is a system that re-
lies on the placement of physical markers or tags attached to the hand to track its
movements. These markers are usually distinct, easily identifiable objects or pat-
terns that are tracked by cameras or other sensors to determine the hand’s position
and orientation in space. These methods enable precise tracking of the hand even
in complex environments, but require the user to wear or hold markers, which can
sometimes be cumbersome. In contrast, markerless 3D hand trackers can accu-
rately detect and track the movements of a person’s hand without the need for any
physical markers or attachments, by typically using computer vision techniques. It
has been an actively researched problem for decades, which can be explained by
the fact that it enables many important applications, e. g. in human–computer in-
teraction, activity recognition, or robotics. The problem of tracking a single hand is
nowadays a mature topic in the Computer Vision community. Pioneering works use
multi-camera (Ballan et al. 2012, Oikonomidis et al. 2011b, Sridhar et al. 2013, Wang
et al. 2011) or marker-based setups such as color gloves (Wang & Popović 2009) to
facilitate the detection of hand joints. In the rest of this thesis, we will focus on
markerless methods.

Vision-based hand tracking takes as input images of hands or key feature points,
and computes the skeletal configuration of the hand that best reproduces the input
data. Modern methods can be classified into three large sets.

Generative Methods

In principle, generative approaches work by finding a hand configuration that
minimizes an objective function, more precisely, an energy function that defines
the proximity between the current hand model configuration and the pixel-wise
or heuristic image features. Initialization involves defining a vector of parameters
that will then be iteratively updated in order to better fit the input image. By us-
ing optimization algorithms to minimize this energy, generative methods attempt
to recover the correct model parameters (Karunratanakul et al. 2023, Melax et al.
2013, Oikonomidis et al. 2011a,b, Qian et al. 2014, Sridhar et al. 2013, Tagliasacchi
et al. 2015, Tkach et al. 2016). Generative approaches optimization is sensitive to
model initialization, however, they do not require training data and annotations
that can be tedious to obtain and can easily include prior information by incorpo-
rating losses and constraints during optimisation.

Discriminative Methods

As opposed to generative approaches, discriminative approaches work by in-
ferring the correct hand configuration parameters from the input image. These
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approaches thus require a training step and learning-based algorithms to interpret
the image features. These algorithms are trained over a large scale image dataset
that includes ground truth annotations, whether synthetically or manually obtained.

Numerous investigations have been conducted varying the method and the data:
regressing joint locations from depth data (Baek et al. 2018, Chen et al. 2019, Ge et al.
2018, 2016, 2017, Li & Lee 2019, Oberweger et al. 2015, Sinha et al. 2016, Tompson
et al. 2014, Wan et al. 2017), from infrared images less fragile to motion blur than
depth images (Park et al. 2020), for occluded hand in cluttered scenes (Mueller et al.
2017, Rogez et al. 2014) and based on RGB-based methods to estimate 3D pose (Cai
et al. 2018, Chen et al. 2022, Ge et al. 2019, Iqbal et al. 2018, Mueller et al. 2018,
Panteleris et al. 2018, Pavlakos et al. 2024, Spurr et al. 2018, Yang et al. 2019, Zim-
mermann & Brox 2017). Some methods also introduce feature injection and fusion
(Park et al. 2022, Xu et al. 2023) to extract as much information as possible from
the visible parts to improve the reconstruction and estimation quality. However,
obtaining accurate 3D ground truth annotations is arduous and requires specific
conditions such as multi-view environments. Moreover, data scarcity makes dis-
criminative methods prone to over-fitting to dataset biases, and without explicit
knowledge of hand geometry, reconstruction failures can distort hands. In some
cases, manually label data may be a solution, but for tasks such as segmentation or
depth estimation it is hardly possible.

Hybrid Methods

To reap the benefits of both approaches, hybrid approaches are investigated to
join the complementary advantages of generative and discriminative methods. One
way to combine these approaches consists of using a discriminative approach to ex-
tract a visible features from an image, such as joint positions or finger tips (Baek
et al. 2019, Hampali et al. 2020, Pavlakos et al. 2019, Taylor et al. 2016, Xiang et al.
2019, Ye et al. 2016), segmentation (Sridhar et al. 2015), or dense correspondence
(Mueller et al. 2019). These features are then used to define an energy in an opti-
mization problem. In reverse, it is also possible to use the hand model parameters
such as shape and pose, as a constrained output space as prior information, and
use them in the optimization energy as losses to train the image-to-pose mapping
function (Boukhayma et al. 2019, Zhou et al. 2016, Zimmermann et al. 2019). Some
studies propose self-supervised methods in order to minimize the need for labeled
data (Chen et al. 2021, Jiang et al. 2023, Tu et al. 2023, Wan et al. 2019).

2.3.2 Hand-Object Tracking

Also related to this thesis are the recent tracking methods that are able to es-
timate the hand pose while manipulating rigid objects (Sridhar et al. 2016, Taheri
et al. 2020). However, physically-correct interactions cannot be enforced since forces
are not modeled.

One of the important ongoing challenges in hand tracking is the reconstruc-
tion of two-hand motion and/or the interaction of hands with other objects. In
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this regard, hand simulation models provide a convenient prior to hand tracking
algorithms. Tzionas et al. (2016) combined a generative model with physics-based
simulation to track hands interacting with each other and/or with objects. Hasson
et al. (2019), Mueller et al. (2018), Rogez et al. (2015) improved the quality of joint
hand and object tracking by incorporating loss functions that favor plausible hand-
object interactions by reconstructing the hand pose only, while Doosti et al. (2020),
Grady et al. (2021), Hampali et al. (2020), Hasson et al. (2020), Karunratanakul et al.
(2020), Kyriazis & Argyros (2014), Liu et al. (2021), Park et al. (2022), Tekin et al. (2019),
Tzionas et al. (2016), Xu et al. (2023) restrict the object class. Garcia-Hernando et al.
(2018) produced annotated benchmarks of hand-object interaction, which can serve
to further improve tracking algorithms. Mueller et al. (2019) presented the first
method that can track in real time two hands in intricate contact. They generated
synthetic two-hand simulation data using a hand simulation engine, and then used
these annotated data to train a learning-based tracking algorithm. Their method
also fits the shape of a parametric hand model to the captured images. We use a
similar pipeline in the methods described in Chapters 4 and 5.

Two-Hand 3D Tracking.

Very few methods exist that tackle the challenging two-hand tracking problem.
Oikonomidis et al. (2012) introduced one of the first attempts, which uses a multi-
camera setup to circumvent the challenges caused by the unavoidable strong self-
collisions. A few follow-up works also use multi-view setups (Han et al. 2020, 2018,
Simon et al. 2017) and markers to ease the two-hand tracking problem, while oth-
ers investigated the use of single depth sensors (Mueller et al. 2019, Taylor et al.
2017) which simplifies the setup but also provides sufficient cues to resolve depth
ambiguities.

Closer to the work presented in Chapters 4 and 5, some recent methods con-
sider a monocular RGB image as input. In Chapter 4, we introduce one of the first
methods, which combined learned pixel-to-surface predictions with model-fitting
to estimate the pose and shape of the two hands. Concurrently, Moon et al. (2020)
proposed a method that directly predicts 3D hand joint positions from RGB images.
Follow-up works attempt to model the inherent depth ambiguity by explicitly mod-
eling a visibility term (Kim et al. 2021), or by using probabilistic models for hand
part segmentation (Fan et al. 2021) or 3D pose (Wang et al. 2022).

Finally, the state-of-the-art method of Li et al. (2022) uses a graph representa-
tion combined with attention modules to infer vertex positions of two interacting
hands, used as a baseline in Chapter 5. Yu et al. (2023) learn independent features
for each hand and exploit attention-conditioned cross-hand prior to mitigate in-
terdependencies. Despite tremendous advances in 3D hand tracking of two hands
from RGB, these methods suffer from residual errors in depth estimation that pre-
vent the computation of accurate hand contacts.
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Contact from RGB

This thesis is also significantly related to the methods that, instead of just esti-
mating hand poses, focus on estimating hand-object contact (Chen et al. 2023, He
et al. 2021, Narasimhaswamy et al. 2020, Xie et al. 2022). This problem has been
addressed by data-driven pipelines that leverage large annotated datasets of hands
manipulating rigid objects (Liu et al. 2021, Shan et al. 2020, Taheri et al. 2020). How-
ever, most of these methods estimate hand contact given 3D information of the
scene or the target object (Cao et al. 2021, Grady et al. 2021, Jiang et al. 2021, Taheri
et al. 2020). Instead in Chapter 5, we attempt to estimate camera-space contact la-
bels for two hands without using any additional cue or annotation. Closest to us are
the few methods that estimate body-body contacts directly from RGB images. For
example, Fieraru et al. (2020) learn to estimate coarse subject-to-subject labels us-
ing a manually annotated dataset of human interactions. Huang et al. (2022) are able
to predict dense per-vertex contact labels by exploiting image information, without
reconstructing 3D poses or 3D bodies.

2.4 Embodiment
There is a wide line of research that studies the effect of the representation of

the hand on the embodiment of the VR user (Argelaguet et al. 2016). To ground
this discussion, we draw on the widely accepted definition of embodiment pro-
posed by Kilteni et al. (2012), which refers to the sensation of being situated within
a virtual body, having control over it, and perceiving it as one’s own, particularly
in virtual reality applications. This concept consists of three core subcomponents:
self-location, agency, and body ownership. Agency refers to the perception of con-
trolling the virtual body with intentional actions (Braun et al. 2018). Body ownership
reflects the experience of perceiving the virtual body as the source of sensations
(Braun et al. 2018). Finally, self-location captures the feeling of being physically
present in a virtual environment, even while being aware of the true location of
one’s body.

Building on this understanding of embodiment, most works focus on investi-
gating how various aspects of VR visualization and interaction influence this phe-
nomenon. For example, studies often analyze the virtual hand illusion (Lin et al.
2019). There is a general consensus that VR users can still experience a sense of
embodiment even when the virtual hand differs significantly from their real hand
in shape, size, motion, or appearance (Sanchez-Vives et al. 2010). Due to the inher-
ent imprecision of proprioception, which is the subconscious ability to perceive
the position, movement, and orientation of one’s body parts without relying on vi-
sual input (Tuthill & Azim 2018), VR users can tolerate significant discrepancies
between the position and pose of virtual hands relative to their own hands. Such
discrepancies can even be leveraged in the VR simulation to model contacts with
virtual objects in a more realistic way (Cosco et al. 2013).

This line of research is orthogonal to this thesis. Its conclusions suggest that
achieving embodiment does not necessarily require a perfect match between the
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user’s real and virtual hand. Instead, it is possible even when notable differences
exist, such as those in the shape and size of the virtual hand. This highlights the
need for methods to reconcile the tracked and simulated hand representations, as
described in Chapter 3. Some authors have addressed the problem of motion re-
targeting across characters of very diverse morphology (Hecker et al. 2008), or even
within video-to-video (Chan et al. 2019).
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3 Fine Virtual Manipulation with
Hands of Different Sizes

3.1 Introduction
When virtual objects appear real, the next natural step is to reach out and start

interacting with them (Chessa et al. 2019). But this apparently simple action entails
additional tasks in VR, introduced in Section 1.1: hand tracking and hand-object in-
teraction, which are typically solved independently. For hand tracking, the common
solution is to use computer vision methods, which output the skeletal morphology
and configuration of a hand that best matches the user’s actual hand (Mueller et al.
2019), see Section 2.3 for a detailed review of the existing methods and discussion.
For hand-object interaction, the most general approach is to find the configuration
of a simulated hand that takes the tracked hand as goal, but is subject to a model
of hand biomechanics and the laws of contact mechanics (Verschoor et al. 2018).
Some modern commercial hand-tracking solutions, such as Oculus Quest, provide
some limited hand interactions by building an ad-hoc physics-based model on top
of the tracked hand morphology. In this Chapter, we address challenges arising
in the connection of hand tracking and hand-object simulation, and as a result, we
aim for VR animations of fine object manipulation, commanded by interactive hand
tracking of the user’s hands.

When connecting hand tracking and hand-object simulation, we find that the
hand models used in these two tasks may differ in size and skeletal morphology.
These differences may be due to at least two major reasons: First, it is non-trivial to
produce a simulation model that fits exactly the size and morphology of the user’s
hand. Even though embodying the user in an avatar with different hand size is per-
fectly viable from a perceptual point of view (Argelaguet et al. 2016), it is not free of
technical difficulties. Second, to leverage existing work in hand tracking and hand
simulation, it is convenient to integrate off-the-shelf solutions, but it is unlikely
that these solutions use hand representations with the same skeletal morphology.
For instance, there is no consensus on the placement of joints across different hand
representations, particularly at the palm.

Due to these differences in hand size and skeletal morphology, the hand pose
computed by hand tracking cannot be directly input to hand-object simulation. If
the pose is applied naïvely, it results in inaccurate finger configurations, which
complicate dexterous manipulation of virtual objects. Thanks to visual feedback
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Figure 3.1: Natural physics-based interaction with small objects. This VR scene was im-
plemented by connecting off-the-shelf hand tracking and hand simulation solutions, which
use hand models with different skeletal morphology.

of the simulated hand, the user may correct the real hand pose and try to work
around the mismatch. We have found that this is sufficient for gross manipulation
of virtual objects. However, some finger configurations are impossible to reach
when the pose of the tracked hand is applied naïvely to the simulated hand, which
altogether prevents dexterous fine manipulation of virtual objects.

In this chapter, we introduce a pose retargeting strategy to connect the tracked
hand and the simulated hand. Our approach works with any type of tracking or sim-
ulation method, as it stands at the interface between both tasks. We use an inter-
mediate hand representation that shares the size and morphology of the simulated
hand, but which tries to match the configuration of the tracked hand. The retar-
geting strategy formulates an optimization of the pose of this intermediate hand,
based on features that represent the pose of the tracked hand. We have used finger
tip positions as features, as they represent key information for fine manipulation.
We describe the formulation and solution to the optimization problem in Section
3.2, together with a brief summary of the hand-object simulation using the CLAP
library (Verschoor et al. 2018).

We have evaluated the practical impact of the hand mismatch on the manip-
ulation of virtual objects, and we have compared our pose retargeting strategy vs.
naïve copy of the hand pose. To this end, we have carried out a user study, dis-
cussed in Section 3.3, comparing task performance of virtual object manipulation.
We have confirmed that the mismatch of the hand representation is not critical
for gross manipulation (i.e., large objects), but it is critical for fine manipulation
(i.e., small objects). With our pose retargeting approach, the performance of pick
and drop actions for small objects is significantly faster than the performance of
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Figure 3.2: Left: Tracked hand (in red), obtained using a Leap Motion tracker. Right: VR
simulated hand (skeleton in blue, flesh semitransparent) implemented using CLAP (Ver-
schoor et al. 2018) with MANO hand representation (Romero et al. 2017). The skeletal
morphology differs, in particular at the palm and thumb joints. Moreover, the simulated
hand is constrained by contact with VR objects, while the tracked hand is not. Middle:
We connect both hands using an intermediate representation (in green), which shares the
morphology of the simulated hand but matches the pose of the tracked hand.

naïve strategies, and users also report increased precision, naturalness and ease of
manipulation.

3.2 Tracking-Based Hand Animation
As discussed in the introduction of this chapter, we wish to drive a VR simulated

hand model using as input interactive hand tracking data. However, the represen-
tations of the simulated hand and the tracked hand may differ in size and skeletal
morphology. Furthermore, the simulated hand is constrained by contact with ob-
jects in the VR scene, while the tracked hand is not.

We use an intermediate hand representation to connect the user’s tracked hand
and the VR simulated hand. This intermediate hand shares some properties with
the tracked hand (i.e., it is not constrained by other VR objects), and other proper-
ties with the simulated hand (i.e., its size and skeletal morphology). We character-
ize all three hand instances by their skeletal pose θ. Then, formally we denote the
three following hand poses: θt for the user’s tracked hand, θi for the intermediate
hand representation, and θs for the VR simulated hand. Let us emphasize that, even
though we use the same symbol θ to conceptually represent pose for all three hand
instances, the joint angles of the tracked hand may have a different geometric in-
terpretation from those of the intermediate and simulated hands, due to the differ-
ences in skeletal morphology. Recall that our method is general and works for any
hand representation, hand tracker, and hand simulation method. In our implemen-
tation, we use Leap Motion as tracker, with its corresponding hand representation,
and the MANO representation (Romero et al. 2017) for the simulated hand. Figure
3.2 shows schematically the interconnection of all three hand instances.

The intermediate hand representation serves as target configuration for the VR
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hand simulation. By matching the skeletal morphology of the simulated hand, it is
easy to formulate input forces and torques for each bone in the simulated VR hand.
These forces and torques are combined with contact forces and elastic deformation
forces to produce the overall smooth simulation of the VR hand.

We start this section by describing a pose retargeting strategy to compute the
intermediate hand θi. We motivate the formulation of the strategy to optimize fine
manipulation tasks, and we describe an efficient solution algorithm. We conclude
the section with a summary of the physics-based hand simulation method.

3.2.1 Hand Pose Retargeting

Given a pose of the tracked hand θt, we wish to compute a pose of the interme-
diate hand θi, such that it retains the most relevant characteristics, despite skeletal
differences. We do this by defining a set of features f⃗ , and solving an optimization
problem. Prior to this, we apply a uniform scale to the tracked hand, such that it
matches the overall size of the simulated hand. We do this by fitting a bounding
box to an open palm pose.

The pose features should describe important characteristics of the pose, but
with no assumptions about the skeletal morphology or size. In this chapter, we
focus on the ability to manipulate small objects with high dexterity; therefore, we
define the feature vector f⃗ by concatenating the positions of finger tips. In Section
3.3 we demonstrate that our pose retargeting approach is effective at producing
dexterous manipulations of fine objects.

Based on this feature vector, we formulate the computation of the intermediate
hand pose as the solution to the following constrained optimization problem:

θi = arg min
θi

1
2
(f⃗(θi) − f⃗(θt))

T
W (f⃗(θi) − f⃗(θt)) +R(θi), (3.1)

s.t. c⃗(θi) ≥ 0.

In a nutshell, the optimization finds the pose of the intermediate hand that pro-
duces features (i.e., finger tip positions) as close as possible to those of the tracked
hand. W represents a (diagonal) weight matrix for the different features, which al-
lows us to put more emphasis on the motion of the thumb and the index, for very
accurate pinching. R(θi) is a regularization term; we use a small spatial and tempo-
ral regularization, to smooth interphalangeal rotations and avoid temporal discon-
tinuities. c⃗(θi) represents constraints, to handle joint limits in the optimization.

We solve the optimization problem in Equation 3.1 iteratively using the Gauss-
Newton method (Nocedal & Wright 2006). On each iteration, given a current es-
timate θi

0 of the pose of the intermediate hand, we linearize the feature vector as
f⃗(θi

0) + f⃗ θ
i ∆θi, and the active constraints as c⃗(θi

0) + c⃗θ
i ∆θi. Then, with Lagrange

multipliers λ to enforce the active constraints, each iteration of Gauss-Newton
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amounts to solving the following linear system:

(
f⃗ θiTW f⃗θi +Rθi c⃗θiT

c⃗θi 0 ) (
∆θi

λ
)

= (
f⃗ θiTW (f⃗(θt) − f⃗(θi

0)) −Rθ
iT

−c⃗(θi
0)

) . (3.2)

To solve the linear system, we compute a Cholesky factorization of the matrix f⃗ θiTW f⃗θi+

Rθi, then we use a Schur-complement approach to compute the Lagrange multipli-
ers λ, and we conclude by computing the pose update ∆θi.

Let us pay some attention to the computation of gradients f⃗ θi. Without loss of
generality, finger tip positions f⃗j can be computed from the hand pose as a con-
catenation of relative rotations:

f⃗j = x⃗wrist +Rpalm (x⃗palm +R1 (x⃗1 +R2 (x⃗2 +R3 x⃗3))) . (3.3)

x⃗k and Rk denote, respectively, phalanx bone vectors and joint rotations. For gra-
dient computations, we use a tangent-space representation of rotations (Taylor &
Kriegman 1994). In a nutshell, given the current joint rotation R0, a joint axis
k⃗, and a differential rotation angle ϕ, the joint rotation can be expressed as R =
(I + ϕ skew(k⃗)) R0. The gradient with respect to the rotation angle is then simply
Rϕ = skew(k⃗)R0. We use this expression to compute the gradient of finger tip po-
sitions with respect to each component of the hand pose in Equation 3.3, and thus
we assemble the full gradient f⃗ θi to be used in Equation 3.2. In some joints, rota-
tions have two degrees of freedom, and are expressed as the concatenation of two
one-degree-of-freedom rotations.
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Figure 3.3: With our pose retargeting (top), thumb-index pinch motions of the tracked
hand are accurately reproduced on the simulated hand, despite skeletal differences. Naïve
retargeting (bottom) does not reach comparable accuracy, which complicates fine manipu-
lation.

Figure 3.3 depicts the accuracy of our pose retargeting strategy on a thumb-
index pinch pose. We also compare the accuracy of a naïve retargeting strategy. For
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this, we align the intermediate and tracked hands using the base positions of the
four fingers (which are very similar on the Leap Motion and MANO skeletons), we
place the palm and thumb base joints based on the dimensions of the MANO skele-
ton, and then we copy the relative Leap Motion pose to the intermediate MANO
hand. As shown in the figure, the naïve strategy fails to reproduce pinch poses
correctly, which complicates fine manipulation.

The constrained Gauss-Newton solver requires on average 16 iterations per frame.
This amounts to a total cost of 5 ms. per frame in our implementation on a com-
modity processor.

3.2.2 Hand Simulation

On every simulation frame, once the pose of the intermediate hand is computed
following the retargeting approach described above, we use it to command the sim-
ulation of the VR hand. As mentioned in the introduction of this chapter, we use
the freely available CLAP simulation library to this end (Verschoor et al. 2018). The
decomposition of the hand animation into two subproblems, retargeting and simu-
lation, simplifies the overall approach, and allows us to leverage off-the-shelf sim-
ulation libraries. As a result, we can create with no effort VR scenes with physics-
based contact and natural hand interaction, as the one shown in Figure 3.1.

The hand simulation used in our method is detailed in Section 2.2.2. In essence,
the simulation degrees of freedom are: the positions and orientations of bones
(gathered as the pose of the simulated hand, θs), the nodes of a tetrahedral decom-
position of the skin, and the position and orientation of a grasped object (if it ex-
ists). These degrees of freedom are computed jointly on each simulation frame, by
solving an optimization-like formulation of implicit integration of the deformation
dynamics (Gast et al. 2015, Martin et al. 2011). The formulation of dynamics gathers
multiple potential energy terms, which model the physical behavior of the hand,
its interaction with the grasped object, and also the command provided by hand
tracking. A comprehensive description of the energy terms is provided in Section
2.2.2. In practice, to set up the hand simulation, we first generate the rest-shape
geometry of the hand surface and the skeleton based on particular values of the
shape parameters of the MANO model (Romero et al. 2017). Then, we tetrahedral-
ize the volume of the hand, connect internal nodes of the tetrahedral mesh to the
bones, and pass this simulation model to the CLAP library (Verschoor et al. 2018).
The simulation model consists of 16 bones and 2,291 tetrahedra. The cost of the
physics-based simulation is 51 ms. on average per frame. This adds some latency,
but it did not seem to affect the quality of interaction.

3.3 User Experiment
To evaluate our hand pose retargeting strategy and compare it to naïve retarget-

ing, we have designed a user experiment. In this experiment, users must execute
a manipulation task, and the results confirm that our pose retargeting strategy en-
ables more effective manipulation of virtual objects when fine dexterity is needed.
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Figure 3.4: We have studied a cube manipulation task, where users were asked to move a
cube from A to B. In a user experiment, we have compared Our pose retargeting Strategy
vs. a Naïve Strategy on two Manipulation scenarios: Gross Manipulation (i.e., large cube,
left) and Fine Manipulation (i.e., small cube, right).

In this section, we describe the experiment and discuss the results.

3.3.1 Methods

Participants. A total of 20 right-handed participants (age: range = 18-34, Mean
(M) = 26.2, Standard Deviation (σ) = 4.04; 15 male and 5 female) took part in the user
study. They received no compensation. In addition to age, we documented their
hand size (range = 15.9-20.5 cm, M = 18.80, σ = 1.23) and prior VR experience (10
participants had experience, 10 had none), in order to test the influence of these
variables. All participants confirmed correct vision with the HMD. The study was
conducted in accordance with the 1964 Declaration of Helsinki and was granted
ethical approval by the local ethics committee at Universidad Rey Juan Carlos. All
participants provided informed written consent beforehand.

Materials and experimental design. We studied a manipulation task where
users were asked to pick a cube with their thumb and index finger from position
A, move it to position B, and drop it there, as shown in Figure 3.4. The interaction
between the user’s hand and the cube, as well as the interaction of the cube with
the floor, were simulated with full physics-based contact, as described in Section
3.2.2. However, we disabled contact between the simulated hand and the floor. In
the absence of haptic feedback, we found that the response of floor-hand contact
could be unintuitive and distort the experiment. The scenarios were developed in
Unreal Engine, and were displayed on an Oculus Rift HMD, with head tracking, to
optimize vision-motion correlation and make the manipulation task very natural.
The hand of the user was tracked using a Leap Motion device, mounted frontally on
the HMD for optimal tracking accuracy of grasping and pinching poses. The HMD
was sanitized after each use, and soft components were covered with disposable
hygienic pads.

The simulated VR hand was the same throughout the experiment. It was a large
hand, 21.4 cm long, generated by adjusting the value of the main component of the
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statistical MANO model (Romero et al. 2017). Therefore, the skeletal morphology of
both the simulated and intermediate hands corresponded to the MANO model. The
skeletal morphology of the tracked hand corresponded instead to the morphology
of the Leap Motion model. Moreover, the size of the tracked hand was adapted to
each user, thanks to the built-in functionality of the Leap Motion.

Two different strategies were compared in the study: the pose retargeting strat-
egy described in Section 3.2.1, referred to as Ours, and a naïve retargeting strategy
carried out by aligning the palms of the tracked and intermediate hands and then
directly copying the joint angles of the tracked hand to the intermediate hand, re-
ferred to as Naïve.

In addition to the retargeting strategy, two different manipulation scenarios
were studied: manipulation of a large cube 6 cm wide (i.e. Gross Manipulation)
and a small cube 1 cm wide (i.e. Fine Manipulation), as shown in Figure 3.4.

Hypothesis. The initial hypothesis of the study is that the retargeting strategy
may have an effect on the dexterity of manipulation; therefore, it may affect task
performance on the Fine Manipulation scenario in which the small cube is manip-
ulated, and to a lesser or no extent on the Gross Manipulation scenario in which
the large cube is manipulated.

Experimental procedure. In each experimental trial, users were asked to ex-
ecute the cube manipulation task. Each participant tested both types of Manip-
ulation (i.e. Gross vs. Fine) under both Strategy conditions (i.e. Naïve vs. Ours),
a total of five trials per Manipulation and Strategy. Having five repetitions of the
condition allowed us to evaluate the effect of task learning. Participants completed
five experimental blocks, each with four trials, one per experimental condition; on
each block, the order of the four combinations of Manipulation and Strategy was
randomized, to avoid potential bias due to task learning. Each experimental block
lasted on average six minutes, and the full procedure lasted 30 minutes.

Measures and questionnaire. The time needed to complete the manipulation
task in each experimental condition was measured. In addition, participants were
asked to complete a questionnaire during the last experimental block, after each
trial, i.e., once per condition. The questionnaire contained three items (5-point
Likert-type), and was used to assess participants’ subjective feelings of dexterity of
manipulation in each experimental condition, in terms of Precision (defined to par-
ticipants as “the movements of the virtual hand respond precisely to the movements
made in reality”, and ranging from “Not precise at all” to “Very precise”), Ease (de-
fined to participants as “repetitions needed to achieve the objective”, and ranging
from “A lot of effort” to “Very little effort”), and Naturalness (defined to participants
as “the way of grasping virtual objects corresponds to the way of grasping objects
in the real world” and ranging from “Not at all natural” to “Very natural”).

Data analysis. Data were statistically analyzed using R software. Time data was
analyzed with repeated measures analyses of variance (ANOVA) with 2x2x5 within-
subject factors Manipulation, Strategy and Repetition. In case of significant inter-
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actions between factors, these were followed by t-tests comparing all conditions
against each other to understand if there were differences between them, with the
p-value adjusted with the recommended Tukey method for comparing a family of
estimates (Wobbrock et al. 2011).

For questionnaire data, we conducted non-parametric Friedman tests to assess
significant differences between the four conditions (i.e., Gross and Fine Manipula-
tion under both Strategy conditions, i.e., Naïve vs. Ours). Significant results were
followed by pairwise comparisons using Wilcoxon signed-rank tests comparing all
four conditions against each other, with the p-value adjusted using the Bonferroni
multiple testing correction method.

3.3.2 Results and Analysis

Time to complete the task. As shown in Figure 3.5, the Manipulation con-
dition influenced the time to complete the task, but this influence was different
depending on the Strategy. The ANOVA on the time data showed a significant
difference between Manipulation conditions (F-Statistics (F)(1,19)=15.21, P-Value
(p)<0.001), due to longer times needed to complete the task for the Fine than for the
Gross Manipulation. Critically, there was a significant interaction between Manip-
ulation and Strategy (F(1,19)=8.78, p=0.008). T-tests comparing the four conditions
against each other showed the expected significant difference between the Gross
and Fine Manipulation for the Naïve Strategy (t(19)=4.881, p<0.001), but this differ-
ence did not reach significance for Our Strategy (p=0.34). Importantly, t-tests also
revealed that, while there were no significant differences between Strategies for
the Gross Manipulation (p=0.85), the time to complete the task for the Fine Ma-
nipulation was significantly smaller for Our Strategy than for the Naïve Strategy
condition (t(19)=3.52, p=0.006). This result indicates that the Fine Manipulation was
easier to perform with Our Strategy. This is further evidenced by the results show-
ing a significant difference between the Fine Manipulation with Naïve Strategy vs.
Gross Manipulation with Our Strategy (t(19)=4.36, p=0.001), but not between the
Gross Manipulation with Naïve Strategy vs. Fine Manipulation with Our Strategy
(p=0.11).

Regarding the effect of Repetition, there was a significant main effect (F(4,76)=10.01,
p<0.001), showing an effect of learning with more repetitions. Further, a significant
interaction of Repetition with the factor Manipulation (F(4,76)=4.71, p=0.002) was
found; as it can be seen in Figure 3.6-left, the effect of learning with more repeti-
tions was larger for the Fine than for the Gross Manipulation, because of the task
being easier for the Gross Manipulation, which was expected. Importantly, there
was also a significant interaction of Repetition with the factor Strategy (F(4,76)=3.69,
p=0.008), showing that the effect of learning with more repetitions was larger for
the Naïve Strategy than for Our Strategy. As it can be seen in Figure 3.6-right, for
the very first trial it took less time to perform the task with Our Strategy than with
the Naïve strategy (t(19)=3.82, p=0.01). This suggests that Our Strategy makes the
task easier and more natural than the Naïve Strategy. There was not a significant
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n.s.

**

Figure 3.5: Mean (±Standard Error (SE)) time to complete the task for the four experimen-
tal conditions. Asterisks denote significant differences between means (** denotes p<0.01).
n.s. denotes no significant differences between means. Note that only the relevant com-
parisons are displayed in the figure; results from all comparisons are described in the main
text.

triple interaction between the factors Repetition, Manipulation and Strategy, ac-
counting for different effects of Repetition for the two types of Manipulation with
the two different Strategies.

To test the potential influence of the individual factors age, hand size and prior
VR experience on the observed effects, we ran additional ANOVAs with factors
Manipulation and Strategy in which we added age and hand size as covariates, and
prior VR experience as a between-subjects factor. We observed a significant inter-
action of the factor Manipulation only for the factor hand size (F(1,18)=8.38, p=0.01).
As shown in Figure 3.7, while overall it took less time for participants with smaller
hand sizes to complete the task, this facilitation effect for smaller hand sizes was
more evident for the Fine Manipulation condition. Importantly, the factors hand
size, VR experience and age did not interact significantly with the factor Strategy
(all ps>0.12), which indicates that the results related to Strategy were not signifi-
cantly affected by these factors.

Self-report measures. Figure 3.8 shows the participants’ subjective feelings of
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Figure 3.6: Mean (±SE) time to complete the task across repetitions for the two Manipu-
lation conditions (left) and for the two Strategy conditions (right).
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Figure 3.7: Mean (±SE) time to complete the task for the two Manipulation conditions
(left) and for the two Strategy conditions (right) according to participant’s hand size.

dexterity of manipulation, in terms of Precision, Ease and Naturalness, for each of
the four experimental conditions. The precision score was statistically significantly
different across conditions (X2(3)=14.43, p=0.002). This was also the case for the
effort score (X2(3)=15.36, p=0.001) and the naturalness score (X2(3)=12.34, p=0.006).

In terms of precision, pairwise Wilcoxon signed rank tests comparing the four
conditions against each other showed that participants felt more precise in the Fine
Manipulation with Our Strategy than with the Naïve Strategy (p=0.017), as shown
in Figure 3.8-left. Further, for the Naïve Strategy, the Fine Manipulation felt signif-
icantly less precise than the Gross Manipulation (p=0.021), while this was not the
case for Our Strategy, for which there were not significant differences between Ma-
nipulation conditions. Other comparisons between conditions were not significant
either.

In terms of effort, pairwise Wilcoxon signed rank tests comparing the four con-
ditions against each other showed that participants felt they had applied signifi-
cantly less effort in the Fine Manipulation with Our Strategy than with the Naïve
Strategy (p=0.013), as shown in Figure 3.8-middle. The Fine Manipulation with the
Naïve Strategy required also more effort than the Gross Manipulation both with
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Figure 3.8: Median (±Range) self-reported scores for Precision, Ease and Naturalness.
Asterisks denote significant differences between means (* denotes p< 0.05); n.s. denotes
no significant differences between means. Note that only the relevant comparisons are
displayed in the figure; results from all comparisons are described in the main text.

the Naïve Strategy (p=0.008) and with Our Strategy (p=0.016). Other comparisons
between conditions were not significant.

In terms of naturalness, pairwise Wilcoxon signed rank tests comparing the four
conditions against each other showed that participants reported higher naturalness
of the Fine Manipulation with Our Strategy than with the Naïve Strategy (p=0.047),
as shown in Figure 3.8-right. Further, for the Naïve Strategy, the Fine Manipulation
felt significantly less natural than the Gross Manipulation (p=0.019), while this was
not the case for Our Strategy, for which there were not significant differences be-
tween Manipulation conditions. Other comparisons between conditions were not
significant either.

3.3.3 Discussion

The analysis of task performance and self-reporting of the user experiment sug-
gests benefits of the proposed pose retargeting strategy. Moreover, these benefits
appear independent of hand size, VR experience or age. First and foremost, Our
Strategy exhibits significantly better performance than the Naïve Strategy for Fine
Manipulation. In addition, the Naïve Strategy performs significantly worse on Fine
Manipulation vs. Gross Manipulation, while Our Strategy does not exhibit a signif-
icant performance difference on these two Manipulation conditions.

Hand size has an effect on performance for Fine Manipulation regardless of
the retargeting Strategy, but Our Strategy performs better than the Naïve Strategy
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consistently across hand sizes.

The questionnaires suggest that Our pose retargeting Strategy feels significantly
more precise, easier, and more natural for Fine Manipulation. For Gross Manipula-
tion, Our Strategy scores slightly lower than the Naïve Strategy, but the difference is
not significant. This is likely due to the inherent easiness of the Gross Manipulation
scenario, which is confirmed when analyzing task performance across repetitions:
Fine Manipulation benefits from learning more significantly than Gross Manipu-
lation. Similarly, the analysis of task performance across repetitions indicates that
the performance gain of Our Strategy is even larger initially, which again suggests
that it is more natural, i.e., it requires less training.

3.4 Limitations and Future Work
In this chapter, we have proposed a method to retarget hand poses between

hands with different size and skeletal morphology. The method serves for con-
necting off-the-shelf solutions for hand tracking and physics-based hand simula-
tion, avoiding the need to share a common hand representation. The results of the
user study indicate that our method is effective for fine manipulation, achieving
performance and naturalness comparable to gross manipulation. From an applied
point-of-view, our hand retargeting approach could accelerate the development of
VR training applications requiring high dexterity and fine manipulation.

The key technical insight of the method is to formulate pose retargeting as the
optimization of finger tip positions. This approach is motivated by maximizing
the accuracy of pinch poses, which are key for fine manipulation. One interesting
avenue of future work would be to explore more diverse feature vectors and/or ob-
jective functions, including other points in the hand, pose likelihood, etc. Similarly,
the user study could be extended by covering more diverse interaction tasks.

Our hand retargeting method assumes that the shape of the simulated VR hand
is given. This is the case when the VR application uses a hand of a fixed size, but one
interesting extension would be to allow the simulation of personalized hands, which
would require changing the shape of the simulated hand. Our current approach
approximates this step by estimating a uniform scale, which could be extended to
the estimation of, e.g., statistical shape parameters (Romero et al. 2017).

Currently, the retargeting method is applicable only to hands with similar skele-
tal topology, e.g, with five fingers. However, the approach could be extended to
connect hands with very diverse skeletons, e.g., with a different number of fingers.
The technical challenge is to define relevant feature metrics for such diverse hands.

Finally, in this chapter, we developed a method to improve the interaction be-
tween a hand and objects of various sizes. However, the method is limited to inter-
actions with one hand at a time due to the challenges of simultaneously tracking
two hands in close interactions, with or without objects. The upcoming chapter
introduces a novel framework for generating synthetic data for scenarios involving
two interacting hands, which has been crucial for developing a pioneering method
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for tracking and reconstructing these interactions using only a single RGB camera.
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4 Generating Annotated Data of
Physically Accurate Two-Hand

Interactions

4.1 Introduction
With the abundance of smart and mobile devices, interaction paradigms with

computers are changing rapidly and moving farther away from the traditional desk-
top setting. With the recent progress on virtual and augmented reality (VR/AR),
hand pose estimation has gained further attention as direct, natural, and immer-
sive way to interact. Yet, tracking two interacting hands in close interactions while
automatically adapting to the users’ hand shape is still an ongoing challenge, and
the task is further complicated when using a single RGB camera due to frequent
occlusion, depth-scale ambiguity, and the self-similarity of hand parts.

To ease the problem, many previous works on 3D hand pose estimation use spe-
cial depth cameras providing partial 3D information and they commonly rely on
a learning component. Nevertheless, many of them focused on tracking a single
isolated hand (Yuan et al. 2018), with only a few exceptions that are able to handle
object interactions (Panteleris et al. 2015, Sridhar et al. 2016, Tzionas & Gall 2015) or
interactions with a second hand (Mueller et al. 2019, Taylor et al. 2016, 2017) which
we review in Chapter 2. In recent years, the research focus has shifted towards
methods that use a single RGB camera since these sensors are ubiquitous (Cai et al.
2018, Mueller et al. 2018, Zimmermann et al. 2019). Despite significant progress,
there are still very few methods explicitly designed to reconstruct close two-hand
interactions from single RGB input. While hybrid and discriminative approaches
have succeeded in other scenarios, they rely heavily on high-quality, diverse train-
ing data, which is difficult to acquire, especially for two interacting hands scenarios.
Tasks such as segmentation and depth estimation are extremely difficult to label
manually, and generating synthetic data is challenging because it requires accurate
simulation of real-world conditions and interactions. As mentioned in Section 1.1,
simulation systems often lack a parametrizable hand model in terms of shape and/or
appearance, which restricts the diversity of the data, hence, limiting its effective-
ness in training robust machine learning models. In this tesis, we address these
limitations by proposing a system that simulates and generates physically accurate
two-hand interactions with personalized hand shapes and diverse appreances.

This advancement has led to the development of the first method capable of
reconstructing two interacting hands from monocular RGB images, using a hybrid
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approach (Wang et al. 2020). Our framework leverages the output of a commercial
depth-based hand tracker (LeapMotion 2016) to drive the two simulated hands, al-
lowing us to generate a comprehensive set of essential data for training learning
components. This data includes dense per-pixel surface matchings, hand segmen-
tation, photorealist renderings, intra-hand and inter-hand distance maps, and 2D
keypoints for both hands, while accounting for variations in hand identities, in-
cluding different shapes and textures, and handling interactions between the two
hands.

4.2 Method
Our main objective in the scenario of developing a tracker for two interacting

hands, is to provide precise annotations, and photorealistic data that is practically
impossible to obtain in real-life conditions for highly-challenging poses, in order
to train robust models. To this end, and similar in spirit to Zhao et al. (2013) and
Mueller et al. (2019), we present a motion capture-driven physics-based simulation
to generate physically-correct hand sequences (e.g., without self-collisions, with ac-
curate inter-hand contact, and with a soft-skin layer) where two hands realistically
interact in a large variety of poses. To increase the realism and diversity of simulated
hand sequences, and in contrast to existing approaches that use a hand template of
fixed shape and appearance in the simulation framework, as mentioned in Section
1.1, we extend the surface-based parametric model of MANO to a volumetric rep-
resentation that is subsequently fed into the simulation (Verschoor et al. 2018) de-
scribed in Section 2.2.2. This allows us to synthesize complex hand motions driven
by a motion capture sequence, including 2D keypoint positions and heatmapsHGT,
dense correspondence images CGT, segmentation masks SGT , relative depth maps
DGT

intra, and relative inter-hand distance maps DGT
inter, with varying subject identities.

We can therefore generate data with varying hand shapes.

Additionally, we further extended the MANO model with photorealistic appear-
ances by a standard texture mapping approach. Hand textures were generated by
reprojecting multi-camera imagery into a still hand image to which the MANO
model was fitted (Qian et al. 2020). The ability to render physically plausible two-
hand interactions for various hand shapes and appearances enables models trained
with our data to generalize better to real world scene diversity.

The different ground truth annotations types generated by our framework are
defined as follows:

4.2.1 Dense Matching

Each pixel γ = (u, v) ∈ Γ from CGT contains the 4-channel color value M(γ)
that uniquely determines the surface point of the 3D hand model which is visible at
this pixel. We call the mapping from the color vector to the 3D model surface dense
matching encoding, depicted in Figure 4.2. Note that the dense matching encoding is
the same for the left and right hand, where we make use of the segmentation mask
S for disambiguation, shown in Figure 4.1 (second row). Hence, the first 3 channels
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Figure 4.1: Examples of images generated by our framework. From top to bottom: pho-
torealistic renderings, dense matching maps, segmentation masks, intra-hand depth maps,
inter-hand distance maps.

correspond to the dense matching on the hand surface, and the last channel encodes
the segmentation label, set as σ(left) = 0.0 and σ(right) = 0.5.

We use the same encoding as Mueller et al. (2019) to embed the hand surface to
a 3D feature space for our dense matching map. This is done using the method of
Bronstein et al. (2006) to approximately preserve geodesic distances in the feature
space. We then map the feature space to an HSV color space cylinder which results
in each finger being assigned a different hue.

4.2.2 Segmentation

A specific value is assigned to each vertices from the hand model to label the pix-
els corresponding to the left or right hand, generating a segmentation mask SGT ∈

{left, right, bg}h×w that separates the hands from its surroundings/background,
see Figure 4.1 (third row).

4.2.3 Intra-Hand Relative Depth

The framework further generates an intra-hand relative depth mapDGT
intra ∈ Rh×w.

For each hand pixel, it contains the estimated depth difference of this hand point
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Figure 4.2: Dense matching encoding of MANO model, front and back.

to the root of the respective hand, shown in Figure 4.1 (fourth row). Note that DGT
intra

is scale-normalized due to the inherent ambiguity in RGB images.

4.2.4 Inter-Hand Distance

Our framework also provides the distance in depth between the two hands as a
RGB image DGT

inter ∈ Rh×w. Every pixel in DGT
inter that belongs to a hand contains the

distance of its root joint from the other hand’s root (in the case for only a single
hand being visible, we assign a constant value to all pixels). Note that each pixel
in the output can thus be seen as member of an ensemble, see Figure 4.1 (fifth
row). Analogous to the intra-hand relative depth, we also normalize the inter-hand
distance with the size of the hand. We summarize the ensemble with one relative
distance value dh per hand by calculating the median over all pixels that belong to
the respective hand based on the segmentation mask S , i.e.

dh = median
γ∈Γ,S(γ)=h

DGT
inter(γ) . (4.1)

We set the robust relative distance dinter = mean(dleft,−dright). When the two hands
are close, dleft and dright can be degenerate and have the same sign. In this case, dinter

is set to 0.

4.2.5 2D Keypoints

Let Jtotal be the set of all 12 keypoints, namely the fingertips and wrist of each
of the two hands. Our framework yields the 2D keypoints position that are then
translated into heatmaps HGT ∈ Rh×w×∣Jtotal∣, a one-channel image for each of the
keypoints. Each ground-truth heatmap contains a Gaussian with radius 0.07 ⋅ rc,
where rc is the edge length of the larger edge of a tight hand crop, scaled to have
maximum value 1, centered at the 2D keypoint position. Note that the ground truth
is also provided for occluded keypoints, enabling their use even under strong oc-
clusions, which are common in two-hand interactions.

The framework presented in this chapter was an essential component in devel-
oping a state-of-the-art method, which we will briefly summarize in the following
sections for the completeness of this thesis. Additionally, we also show results on
real-world captured data in Figure 4.6.
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Figure 4.3: Illustration of the RGB2Hands approach. The RGB input image is processed
by neural predictors that estimate segmentation, dense matching, intra-hand relative depth,
inter-hand distances, as well as 2D keypoints. This is then used within the two-hand track-
ing energy minimization framework. The output are pose and shape parameters of the 3D
MANO model (Romero et al. 2017) of both hands, which directly give rise to a bimanual
3D reconstruction.

4.3 Two-Hand Tracking Framework
4.3.1 Overview

Given a monocular RGB image that depicts a two-hand interaction scenario,
the goal is to recover the global 3D pose and 3D surface geometry by fitting a para-
metric hand model to both hands in the input image. Such a model-fitting task
requires information extracted from the input image to be used as a fitting target,
which however represents a major challenge when using monocular RGB data only.
Previous methods that rely on depth data (Mueller et al. 2019, Taylor et al. 2017) are
implicitly provided with a much richer input (i.e., global depth), which is the fun-
damental ingredient for an accurate 3D pose and shape fit. Per-pixel estimation of
correct 3D hand depth from a single RGB image is very challenging.

Note that, in particular in the two-hand case, inconsistent depth estimates per
hand would lead to incorrectly captured interactions in 3D. Thus, the method and
the scene representation need to be able to handle these ambiguities well. There-
fore, Wang et al. (2020) design an alternative representation of dense 3D geome-
try information, tailored for a two-hand scenario, which is amenable to be directly
extracted from RGB images based on a machine learning pipeline summarized in
Section 4.3.2. To this end, inter-hand distance and intra-hand depth maps are re-
gressed, in combination with robust 2D keypoints. This design choice explicitly



44 Chapter 4 ● Generating Annotated Data of Physically Accurate Two-Hand Interactions

provides sufficient information to resolve depth ambiguities in the model-fitting
step. Furthermore, dense per-pixel surface matchings are also regressed to the para-
metric hand model directly from input images. This step is designed to be robust
against the significant skin tone and illumination variability in RGB images.

The hand representation builds on the parametric surface hand model MANO
proposed by Romero et al. (2017), which we summarize below and in Section 2.1.2.
Subsequently, the model-based fitting framework will be outlined.

Parametric Pose and Shape Model

MANO was built from more than 1,000 scans of 30 subjects performing a large
variety of poses, and consequently the model is capable of reproducing hand shape
variability and surface deformations of articulated hands with high detail. Specifi-
cally, for a single hand, MANO outputs a set of 3D vertex positions X of an articu-
lated 3D hand mesh, i.e.

X(β,θ) =W (T (β,θ), J(β),W) , (4.2)

where β ∈ R10 and θ ∈ R51 are the shape and pose parameters with the latter consist-
ing of 45 articulation parameters and 6 global rotation and translation parameters.
T (⋅) is a parametric hand template in rest pose with pose-dependent corrections
to reduce skinning artifacts, J(⋅) computes the 3D position of the hand joints, and
W is a matrix of rigging weights used by the skinning function W (based on linear
blend skinning). See Romero et al. (2017) and Section 2.1.2 for further details.

As the method from Wang et al. (2020) targets a two-hand scenario, two sets
of shape and pose parameters (βh,θh), h ∈ {left, right} are used, for the left and
right hand respectively. To simplify the notation, the parameters of both hands as
β = (βleft,βright) ∈ R20 and θ = (θleft,θright) ∈ R102 are stacked, and a unique set of
vertices X = (Xleft,Xright) is defined, where the dependence of X on β and θ for
brevity may be omitted.

Overview of Model-Based Fitting Formulation

In order to track two interacting hands in an image sequence the parametric
MANO model is used within an energy minimization framework. To this end the
fitting energy f(β,θ) is introduced as

f(β,θ) = Φ(β,θ) +Ω(β,θ) , (4.3)

where Φ(⋅) is the image fitting term that accounts for fitting the model to the
observed RGB image, and Ω(⋅) is the regularizer that has the purpose of obtain-
ing a plausible and well-behaved tracking result, for details, please refer to Wang
et al. (2020). By minimizing the fitting energy f the pose and shape parameters
θ ∈ R102,β ∈ R20 (of both hands) are jointly estimated for each frame of the image
sequence.



4.3 ● Two-Hand Tracking Framework 45

Image-fitting Term

Due to the 2D nature of RGB images and the so-resulting depth ambiguities,
as well as the additional level of difficulty caused by interactions between the left
and right hand, the novel image-fitting term Φ is designed carefully in order to
allow for a reliable fit of the parametric hand model. In particular it uses specific
information that the multi-task CNN (see Sec. 4.3.2) extracts from 2D images that
enables the estimation of correct and coherent 3D pose of both hands in interaction,
and minimizes the risk of implausible interaction capture due to ambiguous 3D
pose estimates of each individual hand. Wang et al. (2020) propose to combine five
components, where the following terms are used

1. the dense 2D fitting term Φdense,

2. the silhouette term Φsil,

3. the 2D keypoint term Φkey,

4. the intra-hand relative depth term Φintra, and

5. the inter-hand distance term Φinter.

An emphasis should be placed on the fact that existing methods that are capable
of tracking two hands in interaction avoid 3D pose ambiguities by heavily relying
on depth-based input data that is used in their image-fitting term, which, however
severely simplifies the problem. In contrast, the proposed energy terms Φdense, Φintra,
Φinter have the purpose of compensating the lack of available depth information and
enable 3D consistent two-hand reconstructions by using a strong neural prior that
extracts suitable information from RGB images only.

With that, the complete image fitting term that accounts for the model-to-image
fitting reads

Φ(β,θ) = Φdense +Φsil +Φkey +Φintra +Φinter , (4.4)
where the explicit dependence on (β,θ) of the individual terms have been omitted
for the sake of readability.

The camera intrinsics are assumed to be known and Π ∶ R3 → Γ defines the
projection from camera space onto the image plane. When this is not available,
plausible intrinsics can be provided to obtain results accurate up to a scale.

One crucial part for defining the image fitting term is the dense matching map
ψ ∶ X → Γ, which predicts for each vertex x ∈ X the corresponding pixel position
(u, v) ∈ Γ in the input image. The term ψ is assumed to be known, see Wang et al.
(2020) for further details. In the following, when summing over vertices in the set
X , only those vertices that are visible are considered, where a vertex x is considered
to be visible whenever ψ(x) ≠ ∅.

4.3.2 Dense Matching and Depth Regression

In order to obtain the predictions that were described in the previous section,
including predictions for segmentation, dense matching, intra-hand depth, inter-
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hand distance and 2D keypoints, the RGB input image are fed to a fully-convolutional
neural network. This enables the method to work on entire images without requir-
ing a potentially error-prone bounding box estimation for each hand. Since the net-
work is trained using a large training corpus, it successfully learns priors to handle
the inherent ambiguities in monocular RGB data. In the following, the network
outputs are briefly described, see Wang et al. (2020) for more details on losses and
architecture.

Network Outputs

The network architecture comprises two stages. In the first stage the network
performs per-pixel segmentation into left hand, right hand, and background pixels.
Then, the architecture branch into multiple subnetworks to regress dense match-
ing, 2D keypoints, intra-hand relative depth, and inter-hand distance (the latter two
using a shared multi-task subnetwork). The input for the second stage are both the
original RGB input image, as well as the segmentation masks predicted in the first
stage. Figure 4.4 shows all outputs predicted from test images.

Figure 4.4: Visualization of network outputs. From left to right: 2D keypoints, segmenta-
tion, dense matching map, inter-hand distance, intra-hand relative depth.

4.3.3 Training Data

For training the regressor in a supervised manner, for a given RGB image con-
taining two potentially interacting hands, a ground-truth relative depth map DGT

intra,
the relative inter-hand distance map DGT

inter, a dense matching imageMGT, and 2D
joint position heatmaps HGT are ideally required. Existing datasets like the Ren-
dered Hands Dataset (RHD) Zimmermann & Brox (2017) or Panoptic Joo et al. (2017)
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only provide a subset of the required annotations (see Table 4.1) and, in particular,
do not have dense matching annotations. The former does also not show realis-
tic and physically plausible close two-hand interactions, an important requirement
for the intended setting. The recent FreiHand dataset (Zimmermann et al. 2019)
provides crops of single hands with annotated MANO fits, sometimes even with
objects, but no two-hand frames. Generating synthetic interacting hands images
from these would require compositing and would lead to unrealistic interaction.
Therefore, since manual annotation of the required labels is impossible, a new set
of strategies is proposed to obtain annotations for both real and synthetic images.
The existing datasets RHD and Panoptic have been added to the proposed real and
synthetic datasets to increase data diversity and hence improve generalization. Ta-
ble 4.1 presents a summary of the different datasets used for training, and gives
details about the ground-truth annotations available in each of them. The proce-
dure for creating the synthetic dataset has been presented in the Section 4.2 of this
same chapter, being a contribution of this thesis. See Wang et al. (2020) for further
details on the strategy for the real-world dataset. Furthermore, in Section 4.3.4, an
ablation study, which systematically evaluates the impact of specific components
by removing or modifying them, is provided to demonstrate how the real data (with
slightly noisy annotations) helps bridge the real-synthetic domain gap, and how the
perfectly annotated synthetic data from our framework mitigates the influence of
noise.
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Synthetic Data ✓ ✓ ✓ ✓ ✓

Real Data ✓ ✓ ✓ ✓ ✓

RHD ✓ ✗ ✓ ✓ ✓

Panoptic ✗ ✗ ✗ ✗ ✓

Table 4.1: Available annotations in existing hand tracking datasets and the proposed
datasets from Wang et al. (2020).

4.3.4 Experiments

The proposed RGB two-hand tracking approach is experimentally evaluated in
order to demonstrate its merits. First, the dataset and metrics used in the evalu-
ation is introduced. Subsequently, an ablation study is conducted that evidences
the importance of the individual components. Afterwards, the proposed method is
compared quantitatively and qualitatively to other related works. Moreover, addi-
tional qualitative two-hand tracking results are presented. In this chapter we will
only review the ablation experiment that evaluates the effect of the importance of
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using the real and the synthetic dataset to demonstrate the effectiveness of our data
generation framework presented in the previous section, while the rest of the eval-
uation results and the details can be found in Wang et al. (2020).
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Figure 4.5: Training data ablation study on the RGB2Hands dataset.

Ablation Study

The behavior of the hand tracker is analyzed when training the prediction net-
works either without the real dataset, or without the synthetic dataset provided by
our framework, respectively, see Figure 4.5. When not using the real dataset, or
when omitting the synthetic dataset, the PCK curves drop substantially (see green
and orange lines in Figure 4.5), compared to using both datasets (blue line).

4.4 Discussion & Future Work
Overall we have presented a framework that simulates and generates data for

physically accurate two-hand interactions. This framework has led to the develop-
ment of a compelling 3D two-hand tracking and reconstruction method, that pro-
duces promising results, even on challenging sequences of two interacting hands.
Despite the overall good performance of the proposed method, particularly for close
hand-hand interaction settings, there are also some downsides that need to be ad-
dressed in the future. Currently, the method may not always be able to correctly
track very fast hand motions, since in this case motion blur may lead to unreliable
predictions of the neural network. One way to address this is to generate additional
training data with motion blur using our framework, so that the neural network is
able to handle such challenging cases more effectively.

Moreover, it is difficult to find a good trade-off between the MANO pose prior
and the other energy terms, so that one has to sacrifice either pose variability or
pose plausibility. This is most noticeable for thumb articulations (Figure 4.7, left).
This could for example be addressed by equipping the MANO model with a kine-
matic skeleton, and then enforcing explicit joint limit constraints while still using
the pose space to capture correlations in joint articulations. Due to inherent depth
ambiguity, our method may also have difficulties reconstructing interactions where
high precision in relative hand positioning is required; e.g. slotting a ring onto a
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Figure 4.6: Results of our RGB2Hands method.

finger (see Figure 4.7, right). For such tasks introducing a new energy term or ad-
ditional cues from a depth sensor or a stereo camera might be required. It would
be interesting as well to explore the explicit use of the temporal dimension, so that
for example hand shape information can be integrated over time, in a similar spirit
to bundle adjustment in multi-view reconstruction. Moreover, temporal neural net-
work architectures can be used to obtain temporally smoother predictions and thus
further improve temporal tracking consistency.

Figure 4.7: Example Failure Cases

4.5 Conclusion
In this chapter we have presented a framework to generate physically accurate

two-hand interactions data that takes hand variability in terms of shape and ap-
pearance into account. This contribution enables the creation of a new synthetic
dataset, which is combined with a new real dataset for which annotations were ob-
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tained based on RGB-D frames. The real data, despite having slightly noisy anno-
tations, helps bridge the real-synthetic domain gap, while the perfectly annotated
synthetic data, obtained from our framework, mitigates the influence of the noise.
This combined dataset was used to train a multi-task neural network predictor, one
of the two key components of the first approach specifically tailored for tracking
and reconstructing two hands in interaction in global 3D using only RGB images
(Wang et al. 2020). The second crucial component is a parametric 3D hand model.
Together, these two strong priors tackles the major challenge of depth ambiguities
inherent in this context.

The proposed approach is shown to outperform previous RGB-only methods in
complex two-hand interaction scenarios, both quantitatively and qualitatively, and
even achieves comparable performance to a state-of-the-art depth-based real-time
approach. However, despite the encouraging results achieved in two-hand tracking
scenarios, residual errors in depth, shape, or hand pose estimation remain. These
inaccuracies prevent the precise detection of hand-to-hand contacts, which in turn
limits the ability to fully and intuitively interact with the surrounding. In the fol-
lowing chapter, we will address this persistent challenge by introducing an image-
based approach designed to estimate hand-to-hand contacts from single RGB im-
ages, that could potentially be used as a new energy term. This method is based
on a similar pipeline that generates physically accurate contact data, which will be
used to train our learning-based method.
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5 Hand-to-hand Contact from
RGB Images

5.1 Introduction
One of the main motivations for estimating the 3D pose and shape of hands cap-

tured from the real world is to provide a natural interface to any human-computer
interaction (HCI) problem, where a user wants to use his or her hands to interact
with a virtual environment. However, hand tracking is a highly challenging task
due to the natural self-occlusions, the similar appearance between the two hands,
and the many degrees of freedom that we need to estimate in order to recover the
hand motion.

To tackle the grand challenge of tracking hands, many methods have been pro-
posed (summarized and discussed in Section 2.3). To simplify the problem, most of
them focus on single-hand pose estimation, which has been successfully addressed
using multi-camera setups (Ballan et al. 2012, Sridhar et al. 2013) or depth cameras
(Malik et al. 2020, Sridhar et al. 2015) to further simplify the task, although recent
methods from RGB-only have also shown very accurate and robust results at track-
ing single hands (Mueller et al. 2018, Zimmermann & Brox 2017, Zimmermann et al.
2019). However, we argue that the use of hands as a natural HCI interface requires
methods that are capable of tracking the two hands in interaction from a single RGB
camera. Unfortunately, very few works exist that tackle the two-hand tracking sce-
nario (Li et al. 2022, Moon et al. 2020), one of them being described in Chapter 4
(Wang et al. 2020) and, despite the promising results, they all share a common lim-

Figure 5.1: Given a single RGB image of two hands in interaction, our model infers cam-
era space 2D contact maps (in orange) that encode the pixels where the two hands are in
contact. We demonstrate that our contact maps can be plugged into 3D hand tracking
frameworks to improve accuracy.
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itation, referred in the previous conclusion in Section 4.4: residual errors in depth,
shape, or hand pose estimation prevent the accurate detection of hand-to-hand con-
tacts.

To circumvent these shortcomings in this chapter, we propose an image-based
method to estimate hand-to-hand contacts from a single RGB image. Our method
builds on top of existing two-hand tracking solutions, enriching them with a camera-
space probability map of hand contact. We argue that framing the hand contact
problem on top of the 3D hand tracking problem provides many advantages: first,
it enables the detection of contact even when 3D tracking is inaccurate, for exam-
ple, due to errors in global pose estimation which produce 3D hands that do not
touch in hand interaction motions; second, it makes our solution compatible with
any existing two-hand tracking solution, for example, it can be plugged into either
depth-based (Mueller et al. 2019) and RGB-based (Wang et al. 2020) methods; and
third, it can potentially be used as a new term in optimization-based methods for
two-hand tracking, similar to other object-human contact terms that enforce soft
constraints in the tracker (Sridhar et al. 2016).

We formulate our method as an image-to-image translation problem. Assuming
a single RGB image as input, we first estimate pixel-to-surface correspondences
(Alp Güler et al. 2018) through a state-of-the-art 3D hand tracking method (Li et al.
2022). We then use a UNet architecture to translate the pixel-to-surface image into
a probability contact map image. Since our network takes as input a pixel-to-surface
encoding, it is agnostic to scene lighting conditions, shadows, and camera sensor
modalities, which typically hinder the generalization of RGB methods.

To train our method, we propose a new pipeline to automatically annotate dense
surface contacts in hand interaction sequences. To this end, we first use a commer-
cial depth-based hand tracker to capture a collection of hand interaction sequences.
We then fit a parametric surface hand model (Romero et al. 2017), and feed the re-
sulting hand mesh sequences into a physics-based simulator (Verschoor et al. 2018),
described in Section 2.2.2. This allows us to automatically detect and annotate per-
vertex collisions, which we use to render ground truth contact maps for a variety
of viewpoints. Additionally, for each frame, we also render ground truth pixel-to-
surface correspondences automatically provided through the UV parameterization
of the hand mesh. Finally, using a large dataset of pairs of pixel-to-surface images
and contact maps, we train our UNet network.

Through an exhaustive evaluation, we qualitatively and quantitatively demon-
strate that our method is able to predict hand-to-hand contact labels with an accu-
racy higher than existing methods. In summary, our main contribution is twofold:

• To the best of our knowledge, the first method to explicitly learn to detect
dense hand contact from RGB images, which can be plugged into any two-
hand tracking framework.

• A pipeline to annotate dense per-vertex surface contacts in real-world sequences
of two-hand interactions.
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Figure 5.2: Overview of our method to detect hand-to-hand interaction from RGB images.
We first propose a pipeline to automatically annotate hand-to-hand contacts in sequences
captured with a depth camera, which we use to create a dataset of pairs of surface-to-
pixel correspondences and their contact map (top). At run time, we predict the 3D pose of
each hand using a state-of-the-art method (Li et al. 2022), but this often fails in capturing
a global pose, which prevents hand contact estimation. We render the pixel-to-surface
correspondences of the tracked hands and use our network to infer the accurate contact
map (bottom).

5.2 Method
Our primary goal is to predict dense contact labels to augment the information

inferred by a 3D hand pose estimation method when reconstructing two interact-
ing hands from in-the-wild RGB images. To this end, we propose to use a strategy
based on a popular image-to-image translation network (Ronneberger et al. 2015).
Importantly, instead of working directly on RGB images, we first convert them into
pixel-to-surface correspondences. This helps to circumvent many challenges re-
lated to in-the-wild imagery (e.g., lighting, shadows, background, etc.). Therefore,
our system learns to convert estimated pixel-to-surface correspondences into con-
tact probability maps.

Figure 5.2 presents the different steps of our approach, which we describe in
detail in the rest of this section. We first construct a dataset (Section 5.2.1) by sim-
ulating a wide variety of interaction sequences using a state-of-the-art hand simu-
lator (Verschoor et al. 2018) in a similar way to the work presented in the preceding
chapter, and subsequently train our model (Section 5.2.2). At inference time (Sec-
tion 5.2.3), we use a state-of-the-art method (Li et al. 2022) to reconstruct the pose
and shape of both hands but, as will be shown later, it sometimes fails at providing
3D hand poses that are in contact due to the depth ambiguity. We therefore ren-
der the hand poses using their color-coded dense correspondences and feed them
into the network to infer the corresponding contact probability maps. Finally, we
demonstrate that our contact maps enable us to refine the estimated hand poses by



54 Chapter 5 ● Hand-to-hand Contact from RGB Images

Figure 5.3: Sample frames from the simulated sequences of our train set, with overlay
ground truth contact map in red. Our dataset includes a wide variety of hand poses and
interactions.

state-of-the-art hand tracking (Li et al. 2022) to improve the 3D contact accuracy
(Section 5.2.4).

5.2.1 Dataset Generation

We require a dataset containing several sequences with two interacting hands
and their corresponding contact labels. To this end, we first capture hand motion
data using a commercial depth sensor (LeapMotion 2016) and then fit the MANO (Romero
et al. 2017) parametric surface model to the captured motions to generate sequences
of hand meshes in interaction. Following, we feed these meshes into the physics-
based hand simulator CLAP (Verschoor et al. 2018), which was extended by Mueller
et al. (2019) to handle pairs of hands. This finally allows us to compute per-vertex
contact labels.

We captured 26 sequences to which we fitted the 3D hand models and performed
physics-based simulations. Subsequently, each sequence was rendered at 30 frames
per second (FPS), resulting in between 1800 and 3600 frames per sequence. This
amounted to a total of 3.8 × 105 frames, all rendered at a resolution of 256 × 256
pixels. Additionally, at train time, we augment the data by generating 10 random
rotations ranging between -100 and 100 degrees.

For each frame, we generated two kinds of information: a pixel-to-surface map,
which will be used as input to the network; and a binary mask with ones at the
pixels where we have detected contact, which will be used as the prediction target.
We use the pixel-to-surface mapN ∶ Ω→ [0,1]4 from Mueller et al. (2019) also used
in Chapter 4, that assigns each pixel in the image domain Ω a color [0,1]4 where
the first 3 channels encode the dense correspondence to the hand surface and the
last channel serves as a segmentation mask where 0 indicates the right hand, 0.5
the left hand and 1 indicates that the pixel does not correspond to any hand. Figure
5.3 depicts some samples of our training set, overlaying the contact map labels on
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Figure 5.4: Error values for our train and validation sets during training. An iteration in
the horizontal axis corresponds to 250 batches of 8 images.

top of the pixel-to-surface image.

5.2.2 Network Details

We learn to generate a binary mask that highlights regions with inter-hand con-
tact in image space. For this task, we use an adapted version of the image-to-image
translation network UNet (Ronneberger et al. 2015), an architecture consisting of
an encode-decoder scheme with skip connections. We take the Pytorch implemen-
tation by Buda et al. (2019) as a reference. This uses 32 initial feature channels,
which are doubled at each of the four levels on the multi-resolution pyramid. Each
convolutional block consists of two 3×3 convolutions+activation followed by a max-
pooling (left side of the pyramid) or upsampling (right side of the pyramid) units.
We also use LeakyReLUs with a negative slope set of 0.1 and upsampling decon-
volutions with bilinear upsampling units. Our network takes a 4-channel image
as input, consisting of the encoded hand dense-correspondences (i.e., the pixel-to-
surface encoding) and the hand segmentation mask, and predicts a contact proba-
bility map. To train our network, we use the standard binary cross-entropy loss to
compare against the ground-truth contact maps together with an Adam optimizer,
with a learning rate 10−4 and a batch size of 8. Figure 5.4 depicts the loss curve
while training, for train and validation sets.

5.2.3 Inference

At inference time, we can use any commercial RGB camera to capture sequences
of an individual performing interactions with his or her hands. To provide an ini-
tial estimation of the hand tracking, we can use any state-of-the-art method for
simultaneous two-hand tracking on the frames from the input sequences (e.g. Li
et al. (2022)), and then convert the tracked sequences to MANO (Romero et al. 2017)
representation. We render the corresponding hand meshes, from the same cam-
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era viewpoint, using a texture that encodes the surface-to-pixel color-coded cor-
respondences. The rendered images are fed into the trained network which yields
the desired contact maps.

5.2.4 Application: Global 3D Hand Pose Optimization

Our inferred contact maps open the door to many downstream tasks in the area
of hand tracking and human-computer interaction, where detecting accurate con-
tact is crucial. To showcase a potential approach, we have used inferred maps to
improve the accuracy of state-of-the-art 3D hand tracking methods with respect to
3D contact detection. To this end, starting from the 3D hand poses estimated with
Li et al. (2022), we optimize the global 3D position (e.g., 3 DOFs) of the hand closest
to the camera such that the vertices within the areas where contact is detected (in
camera space) are in contact in 3D space. This effectively refines the hand posi-
tions estimated with state-of-the-art methods, estimating 3D hand poses that are
in actual contact.

Results of this downstream task are showcased Figure 5.8 (right), where we demon-
strate the effectiveness of our method for optimizing the global 3D pose of hands
tracked in real-world sequences.

5.3 Evaluation and Results
We qualitatively and quantitatively evaluate our method in both synthetic scenes

and real scenes. For each scene, we compare the detected two-hands contact using
our method and the state-of-the-art method of Li et al. (2022). We also implement
a straightforward RGB-only baseline consisting of a UNet network that directly
predicts camera space contacts from RGB (i.e., without using pixel-to-surface esti-
mation). As a contact metric, we use True Positive Rate (TPR), True Negative Rate
(TNR), and ROC curve. A pixel is labeled as a contact if the predicted probability
is higher than a threshold τm. We consider a true positive a pixel that is labeled
as contact and is predicted as contact; a true negative a pixel that is predicted as
no contact and is labeled as no contact; a false positive a pixel that is predicted as
contact and is labeled as non-contact; and a false negative a pixel that is predicted
as non-contact but it is labeled as a contact.

5.3.1 Evaluation on Synthetic Data.

To evaluate our method on synthetic data, we need a collection of hand in-
teraction sequences with ground truth contact annotations and photorealistic 3D
renders. To this end, we first capture data using Leap Motion (LeapMotion 2016)
hand tracker and then convert the tracked skeletons into MANO (Romero et al.
2017) mesh representation. We then feed hand meshes into a physics-based simula-
tor (Verschoor et al. 2018) that automatically computes ground truth contact maps.
Finally, we also render the hand meshes using a photorealistic texture and back-
ground images. Figure 5.5 (left) presents a few frames of a synthetic test sequence,
with ground truth contact labels overlayed on top. To test our method with these
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Figure 5.5: Comparison to Li et al. (2022) and the RGB baseline on synthetic data, each
frame with a zoom-in inset to contact area. Global 3D errors in Li et al. (2022) (5th column,
notice colliding or too separated hands) prevent the detection of contacts using the method
of Li et al. (2022) (3rd column). In contrast, our method (2nd column) closely matches the
ground truth contacts (1st column, automatically annotated using simulation (Verschoor
et al. 2018)), which can be used to optimize the global 3D position (6th column). Notice all
colormaps were generated for values larger than 0.5 (for the RGB Baseline most values were
under this threshold)

synthetic sequences, we first estimate the 3D hand pose of the two hands (Li et al.
2022) and render the reconstructed meshes using a pixel-to-surface texture map.
We then feed the renders into our network to estimate contacts. Figure 5.5 shows
representative frames of our results and compares them with ground truth contacts,
the RGB-only baseline, and contacts computed using the output of the state-of-the-
art 3D hand tracking method by Li et al. (2022). As it is obvious from the side view
renders, the method of Li et al. can fail at providing a reliable 3D global pose, which
precludes the computation of hand contact based on the regressed 3D information.
Also, as can be seen in the figure, the RGB-only baseline mostly predicts noisy or
weak contact signals. In contrast, our image-based method is capable of estimating
dense contact maps that match the input image. Finally, the right column shows the
result of optimizing the global hand pose using the inferred contact maps, which
effectively computes 3D hand poses that are in actual contact.
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Figure 5.6: To evaluate our approach, we show qualitative results on our test set. For this
experiment, we use the ground truth pixel-to-surface image directly as input to our method
(i.e., no hand tracking). This allows us to disentangle residual errors due to tracking issues.
Results demonstrate that our predicted contact maps (bootom) closely match the ground
truth (top).

We also conducted a quantitative evaluation of our method assuming ground
truth 3D hand poses. This is an important test that allows us to disentangle the er-
rors of our approach from the errors of the 3D hand-tracking method that we build
upon. To this end, we render ground truth pixel-to-surface sequences of simulated
hand interacting sequences, and the corresponding segmentation map, and pass it
to our network. We then compute the F1 score of the output contact maps and com-
pare it to the ground truth labels. Figure 5.7 depicts this evaluation over 600 frames
of the test sequence, demonstrating consistently high F1 values that highlight the
precision and robustness of our method.

Finally, in Figure 5.6 we show representative test frames of our dataset. This
demonstrates that our approach generalizes to unseen hand poses at test time.

5.3.2 Evaluation on Real Data.

To showcase that our approach generalizes to unseen poses and natural images
with uncontrolled lighting captured with various sensors, we quantitatively evaluate
our results on real-world data captured from a desktop webcam and a mobile phone
camera. To this end, we record hand sequences of interacting hands and manually
annotate ground-truth contact maps using an interactive tool where users paint
contact on top of each frame. In total, we annotate 6,540 frames captured with two
different RGB sensors. Importantly, notice that none of the manual annotations
were used to train our model, they are only used for evaluation purposes, since our
method is solely trained on synthetic contact maps that are computed automatically
using our physics-based hand simulator driven by motion captured data.

Figure 5.8 presents a qualitative evaluation of representative frames of our method
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Figure 5.7: Quantitative analysis of the predicted contact maps of our method on synthetic
data.

TPR ↑ TNR ↑ AUC ROC ↑ RMSE ↓

RGB baseline 1 % 99 % 0.84 0.028
Ours 56 % 99 % 0.96 0.026
Ours w/o seg. 38 % 98 % 0.92 0.036
Li et al. (2022) 8 % 99 % 0.55 0.033

Table 5.1: Quantitative evaluation of the sequence shown in Figure 5.10 (bottom).

in a real-world test sequence. Results demonstrate that our predictions closely
match the ground truth annotations, while the state-of-the-art method of Li et al.
(2022) cannot infer contact due to errors in global pose estimation. To highlight
such errors, we show side views of the Li et al. (2022) predictions, where it is very
noticeable that hands are not in contact. In contrast, using our predicted camera-
space contact maps enables the optimization of the global pose of the hand, yielding
a correct 3D global pose estimation with accurate contact (right column). Addition-
ally, for completeness, we show contact maps inferred with an RGB-only baseline
(i.e., not using dense pose estimations as input to the network), which fails to predict
accurate labels in most of the cases.

To evaluate our approach under a different lighting condition, we captured and
annotated two additional real-world sequences, shown in Figure 5.10, and report
quantitative evaluations in Table 5.1 and Figure 5.9. Our approach consistently
overcomes the competing methods, yielding a True Positive Rate (TPR) 56% for
our method, 8% for the method of Li et al. (2022), and 1% with the RGB-only base-
line, using a threshold of 0.40. Additionally, the ROC score for our method is 0.96,
0.55 for the method of Li et al. (2022) and 0.84 for the RGB-only baseline, which
clearly highlights the superiority of our approach. Note that, for fairness in these
quantitative analyses, we use thresholds different from 0.5, as otherwise, there were
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Figure 5.8: Comparison to Li et al. (2022) on real-world data captured from a webcam.
Errors in global 3D hand pose estimation (5th column, notice colliding or too separated
hands) prevent the detection of contacts using the method of Li et al. (2022) (3rd column). In
contrast, our method (2nd column) closely matches the ground truth contacts (1st column,
manually annotated), enabling the accurate estimation of 3D contacts by optimizing the
global pose of the hand (6th column).

no predicted positive contacts for the RGB baseline. Thus, for each experiment, we
selected the threshold closest to 0.5 that would produce some contact using the
RGB baseline method. These results demonstrate that, regardless of the scene con-
ditions, the contact accuracy of our method consistently outperforms the contacts
detected using the 3D hand tracking method of Li et al. (2022) and the RGB-only
baseline.

5.3.3 Qualitative Results.

For completeness, in Figures 5.1 and 5.10 we also show qualitative results of our
method for a variety of subjects and sensors.

Overall, our results demonstrate the success of our method in the challenging
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Figure 5.9: Quantitative evaluation of the real sequence shown in Figure 5.10 (center).

problem of estimating contact between two hands. To the best of our knowledge,
our approach is the first to tackle this problem directly from RGB images.

5.4 Conclusions, Limitations, and Future Work
We have presented a method for camera-space contact estimation of two in-

teracting hands. Our approach builds on top of existing state-of-the-art two-hand
tracking systems (e.g. Li et al. (2022)), which often suffer from residual errors that
prevent the computation of hand contacts. We first render the estimated hand
meshes using a pixel-to-surface texture and feed the renders to an image-to-image
translation network that yields dense contact labels. Our estimated contacts con-
sistently achieve higher F1 scores than the raw tracking systems on both synthetic
and real scenes. Therefore, we can estimate accurate contact even when the under-
lying tracking fails. A key benefit of our method is that it is designed as a standalone
component, not limited to a specific input sensor or modality. Since our network
takes as input rendered pixel-to-surface correspondences, our method circumvents
many challenges common in real-world images such as illumination, sensor noise,
or shadows.

By accurately estimating hand-to-hand contacts, our method could improve sig-
nificantly the effectiveness of HCI systems, providing a more natural and immersive
user experience. Contact detection is a fundamental component for realistic hand-
hand and hand-object interactions and gesture recognition. Thus, our approach
not only addresses a significant gap in existing hand tracking technologies but also
paves the way for more intuitive and effective virtual interaction interfaces.

Limitations. As with most other learning-based methods, our system strongly relies
on the quality of the training corpus. We believe we have produced a fairly rich set of
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Figure 5.10: Qualitative results of on real-world test sequences of different subjects and
different lighting conditions. Our method predicts contact maps for a wide variety of hand-
hand interactions directly from single RGB input.

training sequences and shown the network’s generalization capabilities. However,
there are still some residual cases where we fail to predict correct contact labels.
For instance, Figure 5.11 shows some of our failure cases. One intuition that can
explain these failures is that our training set mostly contains cases with positive
contact labels, i.e., we showcase just a few scenarios where there is no contact at
all.

Figure 5.11: Failure cases of our approach. Our method sometimes gives false positives
if only one hand is partially visible (left) or in very ambiguous hand interactions (center).
Finally, our method sometimes struggle with with heavily occluded and articulated hands
(right).
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Another limitation of our method is that it relies on the quality of the underlying
tracker, up to some extent. While we aim at solving the situations where the tracker
cannot infer contact due to the depth ambiguities for the hands, our method will
not work if the tracking is very unstable or estimates 3D poses that significantly
differ from the observations.

Future work. We are currently considering multiple lines for future work. First, we
want to investigate whether it is also possible to infer the forces involved in the
interaction. Since we leverage a physics-based simulator to generate data, we can
also generate labels for external contact forces (e.g., magnitude, direction) and we
could try to learn them. Second, at the moment our pipeline runs at interactive rates
(3-5 fps) but does not achieve real-time performance. Improving the performance
of each of the steps of our system is required to speed up the system. Finally, our
method heavily depends on the initial 3D poses estimated by the baseline state-
of-the-art hand tracking method. Future research should look into relaxing this
dependency.
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6 Conclusions

6.1 General Conclusions
Overall, this thesis aims to enhance hand-object and hand-hand interactions to

offer immersive and intuitive experiences and interfaces. We achieve this objective
by proposing tailored methods for each scenario. First, we developed a method to
retarget hand poses between hands of different sizes and skeletal morphologies,
improving hand-object interactions. Second, we presented a new framework to
generate physically accurate two-hand interaction data, creating a training dataset
to develop the first real-time tracking system capable of reconstructing two inter-
acting hands from monocular RGB video. Additionally, we introduced an image-
based approach to estimate hand-to-hand contacts, enhancing the overall quality
of hand-hand interactions beyond what current RGB-based state-of-the-art of two
hand tracking methods can achieve due to errors in depth, shape or pose estima-
tions.

Chapter 3 is dedicated to hand-object interactions and addresses the gap be-
tween tracked hand data and simulated hand models through a pose retargeting
strategy that avoids the necessity of sharing a common hand representation. Our
approach is versatile, functioning effectively with any tracking or simulation method
by acting as an intermediary between the two. Additionally, we assess the practical
implications of hand representation discrepancies on manipulating virtual objects
by comparing our pose retargeting strategy with a naïve hand pose copying ap-
proach revealing that while the mismatch in hand representation has minimal im-
pact on manipulating larger objects, it markedly affects the precision required for
manipulating smaller objects. The proposed method culminated with a presenta-
tion under the title Fine Virtual Manipulation with Hands of Different Sizes (Sorli et al.
2021) at the 2021 IEEE International Symposium on Mixed and Augmented
Reality (ISMAR) Conference, which is ranked A* in the CORE conference ranking
system.

Chapters 4 and 5, instead, focused on scenarios involving two interacting hands.
RGB cameras are ubiquitous but do not provide any depth cues, which poses a sig-
nificant obstacle in such scenarios. In Chapter 4, we developed a framework ca-
pable of generating precise data on sequences involving two hands in close inter-
action, including intra-hand depth and inter-hand distance, for training. This was
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a key component in designing a pioneering real-time method for capturing both
the skeletal pose and 3D surface geometry of hands from a single RGB camera, ex-
plicitly considering close interactions. This method has been shown to outperform
previous RGB-only methods in complex two-hand interaction scenarios. However,
in some cases, it still suffers from residual errors in depth, shape, or hand pose es-
timation, which prevent accurate detection of hand-to-hand contacts despite the
promising outcomes and continues to present an ongoing problem. In Chapter 5,
we introduced an image-based data-driven method to estimate the contact in hand-
to-hand interactions. At inference time, we estimate pixel-to-surface correspon-
dences using state-of-the-art hand tracking and then use our network to predict
accurate hand-to-hand contact. We validate our approach extensively with both
qualitative and quantitative analyses on real-world data, demonstrating its superior
accuracy over current state-of-the-art hand-tracking methods.

This research culminated with a conference presentation and a journal publi-
cation titled RGB2Hands: Real-Time Tracking of 3D Hand Interactions from Monocu-
lar RGB Video, in the ACM Transactions on Graphics (TOG) journal (JCR Q1) as
fourth author (Wang et al. 2020), and an article currently under review titled Hand-
to-hand Contact from RGB Images.

6.2 Discussion and Future Work

The upcoming sections will delve into the technical contributions, emphasizing
the strengths of the methods, as well as their limitations and avenues for future
research.

6.2.1 Fine Virtual Manipulation with Hands of Different Sizes

The proposed method seamlessly connects existing hand tracking solutions with
physics-based hand simulation, eliminating the necessity for a common hand rep-
resentation. User study results show that this approach is effective for fine manip-
ulation, achieving performance and naturalness comparable to gross manipulation.
From an application perspective, our hand retargeting approach could advance VR
training systems that demand high levels of dexterity and precise manipulation.

The key technical insight of the method lies in optimizing fingertip positions
to enhance accuracy, particularly for pinch poses critical to fine manipulation. Fu-
ture research could explore more diverse feature vectors and objective functions,
incorportaing other hand points and pose likelihoods. Additionally, the user study
could be extended by covering a broader range of interaction tasks that could fur-
ther validate our approach.

The retargeting is based on the assumption that the shape of the simulated VR
hand is predefined. This assumption holds true when the VR application uses a
hand of a fixed size. A potential extension would be to enable the simulation of per-
sonalized hands, which would require modifying the shape of the simulated hand.
Currently, our method approximates this step by estimating a uniform scale, but
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future work could involve estimating more detailed parameters, such as statistical
shape descriptors, as proposed by Romero et al. (2017).

Currently, the proposed retargeting method is limited to hands with similar
skeletal topology, e.g, with five fingers. However, the approach could be extended to
connect hands with very diverse skeletons, e.g., with a different number of fingers
or phalanxes. The main technical challenge is defining appropriate feature metrics
for these varied hand structures. Addressing this would broaden the versatility and
inclusiveness of our approach across a broader range of VR scenarios.

6.2.2 Generating Annontated Data of Physically Accurate Two-Hand Interactions

The presented framework enables the simulation and generation of data for re-
alistic two-hand interactions. This framework was a crucial component in the de-
velopment of an effective 3D two-hand tracking and reconstruction method, that
produces promising results, demonstrating compelling performance even in com-
plex and demanding scenarios.

While the proposed method generally performs well, especially in scenarios
involving close hand-hand interactions, there are limitations that need to be ad-
dressed in the future. Currently, the method faces difficulties in tracking very fast
hand movements, as motion blur can lead to unreliable neural network predictions.
To mitigate this issue, generating additional training data with motion blur using
our framework could enhance the neural network’s ability to handle such challeng-
ing cases more effectively.

Moreover, achieving an optimal trade-off between the MANO pose prior and
other energy terms is challenging, and often requires a compromise between pose
variability and pose plausibility. One possible solution is to integrate a kinematic
skeleton into the MANO model, which would enforce explicit joint limit constraints,
while still using the pose space to capture correlations in joint movements.

Due to inherent depth ambiguity, our method may also face difficulties with in-
teractions that require high precision in the relative positioning of hands. For such
tasks it may be necessary to incorporate a new energy term or additional informa-
tion from a depth sensor or stereo camera.

Exploring the explicit use of the temporal dimension could also provide fur-
ther insights and using temporal neural network architectures could contribute to
smoother predictions and thus further improve temporal tracking consistency.

6.2.3 Hand-to-hand Contact from RGB Images

We introduced a method for estimating camera-space contact points between
two interacting hands. Our approach enriches existing state-of-the-art two-hand
tracking systems (Li et al. 2022), which often suffer from residual errors that hinder
accurate hand contact computation. Our method consistently achieves higher F1
scores for contact estimation than the raw tracking systems in both synthetic and
real-world scenarios, enabling precise contact estimation even when the underlying
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tracking fails. A significant advantage of our method is that it is designed as a
standalone component, not limited to a specific input sensor or modality. Since
our network takes as input rendered pixel-to-surface correspondences, our method
circumvents many challenges common in real-world images such as illumination,
sensor noise, or shadows.

Like most learning-based methods, the performance of our system heavily re-
lies on the quality of the training data. We believe we have produced a fairly rich
set of training sequences and demonstrated the generalization capabilities of the
proposed network. However, there are still instances where our method fails to pre-
dict correct contact labels. One possible explanation for these failures is that our
training set mostly consists of cases with positive contact labels.

The proposed method also relies partially on the quality of the underlying tracker.
While our approach addresses mitigates issues where the tracker fails to infer con-
tact due to depth ambiguities between hands, it struggles when the tracking is
highly unstable or generates 3D poses that significantly deviate from actual ob-
servations.

For future work, several directions are considered. Firstly, we want to investi-
gate the possibility of inferring the forces involved in interactions. By leveraging
the proposed physics-based simulator framework to generate data, we can gener-
ate labels for external contact forces (e.g., magnitude, direction) and attempt to learn
them. Secondly, although our pipeline currently runs at interactive rates (3-5 fps),
it does not achieve real-time performance. Improving the performance of each sys-
tem component is necessary to speed up the overall process. Lastly, our method
heavily depends on the initial 3D poses estimated by the baseline state-of-the-art
hand tracking method. Future research should look into relaxing this dependency.

6.3 Final Remarks

In this thesis, we have introduced several innovative methods and approaches
that made significant advancements in the field of hand-object and hand-hand in-
teractions in VR and AR. Our contributions have been demonstrated through rig-
orous experimentation and practical applications, enhancing the realism and im-
mersion of VR experiences. The proposed solutions address critical challenges in
hand-object and two-hand scenarios, providing a more natural and intuitive inter-
action model that will benefit both commercial applications and research. As VR
and AR technologies continue to evolve and gain popularity, the demand for sophis-
ticated interaction models will only grow, and we are confident that our solutions
will be essential in addressing this need.

We are optimistic that the advancements in AR and VR will soon make these
technologies more prevalent and integrated into everyday life. The progress achieved
in this thesis contributes to its broader adoption by improving the usability and ac-
cessibility of these technologies. By developing more practical and intuitive inter-
faces, we aim to eliminate the need for cumbersome sensors and devices. Combined
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with ongoing improvements in technology and machine learning algorithms, these
developments will significantly enhance the proposed experiences. We hope that
these advancements will attract a wider audience, unfamiliar with this virtual world,
and inspire a passion for it similar to my own.

An important step forward would involve prioritizing hand diversity and ac-
commodating individuals with disabilities. While current hand tracking and new
interface models offer hopeful solutions, accessing this technology remains chal-
lenging for many.
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A Resumen

En los últimos años, la Realidad Aumentada (RA) y la Realidad Virtual (RV) han ganado pop-
ularidad y siguen creciendo en términos de interés y uso, centrándose especialmente en la
interacción con el usuario. Estas tecnologías transforman la forma en que las personas se
relacionan con los contenidos digitales y los entornos inmersivos, generando una atención
considerable en sectores como el entretenimiento, la educación, la formación y la sanidad.
La necesidad de interacciones naturales en RV y RA ha surgido para mejorar la inmersión,
la accesibilidad y el realismo. El objetivo es redefinir la interacción persona-ordenador
combinando a la perfección los mundos virtual y físico, ofreciendo distintos niveles de in-
teracción, desde una sutil manipulación virtual hasta interacciones corporales completas
en entornos simulados.

La RA y la RV se basan en dos importantes componentes tecnológicos que suelen abor-
darse de forma independiente: el seguimiento de la mano y las interacciones que implican
escenarios mano-objeto y mano-mano. Los métodos existentes a menudo simplifican es-
tos retos, lo que limita su impacto en el mundo real. Para la interacción mano-objeto, el
enfoque más general consiste en utilizar la simulación física para que las manos y los ob-
jetos interactúen de acuerdo con las leyes de la mecánica de contacto. Sin embargo, las
diferencias de tamaño y morfología esquelética entre las representaciones de las manos
en los simuladores y los dispositivos de seguimiento complican este proceso. La primera
aportación de esta tesis es un modelo personalizado de mano blanda combinado con una
estrategia de retargeting de poses, formulada como un problema de optimización, para
conectar las representaciones de manos simuladas y del seguimiento. Este método inte-
gra las soluciones de seguimiento de la mano disponibles en el mercado con la simulación
de la mano basada en la física sin necesidad de una representación común de la mano, pero
permite la parametrización del modelo de la mano.

La interacción mano-objeto requiere el seguimiento de la mano en el mundo real para
trasladar nuestros gestos a un escenario virtual. Este problema de realizar seguimiento de
mano es un campo de investigación en auge con el potencial de proporcionar una interfaz
natural para interactuar con entornos virtuales. Las soluciones habituales utilizan métodos
de visión por ordenador, a menudo combinados con algoritmos de seguimiento basados
en el aprendizaje, que pueden basarse en la profundidad o en imagenes RGB. Estos méto-
dos proporcionan la morfología esquelética y la configuración de una mano que mejor se
ajusta a la pose de la mano real del usuario, y algunos también estiman su silueta. Dada
la ubicuidad de las cámaras RGB, la investigación se ha orientado hacia los métodos basa-
dos en imagenes RGB. A pesar de los avances recientes, el seguimiento 3D de dos manos
que interactúan a partir de imágenes RGB sigue siendo un reto debido a problemas como
la oclusión entre manos, la ambigüedad de profundidad, la segmentación de la mano y las
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colisiones. Además, los métodos basados en el aprendizaje automático se enfrentan a difi-
cultades de entrenamiento debido a la dificultad de obtener datos de entrenamien to sufi-
cientes y de alta calidad, lo que complica aún más el desarrollo de sistemas de seguimiento
de manos robustos.

Para hacer frente a estos desafíos, proponemos el primer sistema que simula interac-
ciones entre dos manos físicamente correctas con siluetas de manos personalizadas y apari-
encias diversas que genera datos sintéticos precisos. Este sistema es un componente princi-
pal de un algoritmo de última generación para el seguimiento de dos manos interactuando
a partir de imágenes RGB. Además, abordamos los errores de profundidad que impiden la
detección precisa del contacto mano a mano durante el seguimiento de dos manos interac-
tuando mediante el desarrollo de un método basado en datos de imagen, formulado como un
problema de traslación de imagen a imagen. Para entrenar nuestro método, introducimos
un nuevo procedimiento para anotar automáticamente los contactos densos de superficie
en secuencias de interacción entre dos manos. En consecuencia, nuestro método estima los
contactos en el espacio de la cámara durante las interacciones, lo que puede integrarse en
cualquier dispositivo de seguimiento de dos manos.

A.1 Antecedentes
Actualmente la RV ha alcanzado un alto grado de realismo visual, permitiendo la creación

de experiencias virtuales verdaderamente inmersivas (Kaplan et al. 2021, Krichenbauer et al.
2018, Sun et al. 2018). A medida que los objetos virtuales parecen más realistas, el siguiente
paso natural es interactuar con ellos (Chessa et al. 2019). Los seres humanos utilizan in-
stintivamente ambas manos para interactuar con el entorno real y virtual, así como para
gesticular y comunicarse. En consecuencia, muchas aplicaciones requieren la estimación
simultánea de la pose de ambas manos mientras están en estrecha interacción, pero también
cuando interactúan con objetos virtuales (Figura A.1). Sin embargo, esta acción aparente-
mente sencilla conlleva retos adicionales en la RV: el seguimiento simultáneo de ambas
manos y la simulación de las interacciones mano-objeto, que suelen abordarse de forma
independiente.

Interacción Mano-Objeto
La interacción mano-objeto suele basarse en simulaciones físicas para modelar interac-
ciones basadas en la mecánica del contacto. Las soluciones modernas suelen integrar mod-
elos básicos basados en la física sobre las estructuras de las manos seguidas para facilitar la
interacción con objetos virtuales. Sin embargo, estos modelos sólo suelen admitir acciones
básicas como pellizcar y agarrar, en las que la postura de la mano virtual permanece fija una
vez detectado el agarre. Paralelamente, una rama específica de la investigación se centra
en la simulación de manos basada en la física, con el objetivo de calcular configuraciones
de la mano que satisfagan el equilibrio de fuerzas teniendo en cuenta aspectos como las
representaciones de manos articuladas (Borst & Indugula 2005, Ott et al. 2010), el modelado
geométrico de la piel (Duriez et al. 2008), la deformación local de la piel en los dedos (Ja-
cobs & Froehlich 2011, Talvas et al. 2015), o la deformación completa de la piel (Garre et al.
2011, Hirota & Tagawa 2016). El método de Verschoor et al. (2018) formuló este problema
como una tarea de optimización. Sin embargo, surge una observación crítica: los métodos
actuales que incorporan un paso de simulación basado en la física para modelar la interac-
ción mano-objeto (Hirota & Tagawa 2016, Kim & Park 2015, Verschoor et al. 2018) carecen
de un componente esencial que dificulta su implementación en aplicaciones cotidianas de
RV, la personalización de la forma de la mano.
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Figure A.1: El seguimiento de las manos y la simulación basada en la física permiten
una gran variedad de aplicaciones prácticas en realidad virtual. Desde tocar instrumentos
hasta manipular herramientas y realizar tareas creativas como esculpir, estas tecnologías
abren nuevas posibilidades de aprendizaje, formación y exploración inmersivos. Fuente: (a)
VRtuos (2020), (b) VirtualGrasp (2022), (c) Hand Physics Lab (2021), (d) Barreiro et al.
(2021).

Seguimiento de Mano
La interacción mano-objeto requiere el seguimiento de la mano en el mundo real para
trasladar nuestros gestos a un escenario virtual. Se trata de un campo de investigación
en auge cuyo objetivo es proporcionar una interfaz natural para interactuar con entornos
virtuales. Las soluciones habituales emplean métodos de visión por ordenador, a menudo
combinados con algoritmos de seguimiento basados en el aprendizaje, que pueden basarse
en la profundidad o en las imagenes RGB. Estos métodos generan la morfología esquelética
y la configuración de una mano que mejor se ajusta a la mano real del usuario, y algunos
también estiman la silueta de la mano. Los métodos modernos pueden clasificarse en tres
grandes grupos. Los métodos generativos buscan una configuración de la mano que min-
imice una función de energía que defina la proximidad entre el modelo de mano actual
y las características de la imagen (Qian et al. 2014, Sridhar et al. 2013, Tagliasacchi et al.
2015, Tkach et al. 2016). Los métodos discriminatorios infieren los parámetros de config-
uración de la mano a partir de imágenes de entrada utilizando algoritmos basados en el
aprendizaje (Chen et al. 2022, Ge et al. 2019, Iqbal et al. 2018, Mueller et al. 2018, Park et al.
2022, Pavlakos et al. 2024, Xu et al. 2023, Yang et al. 2019). Los métodos híbridos combinan
los puntos fuertes de los métodos generativos y discriminativos (Baek et al. 2019, Hampali
et al. 2020, Mueller et al. 2019, Pavlakos et al. 2019, Xiang et al. 2019). Aunque recientemente
se han logrado avances, el seguimiento 3D basado en RGB de dos manos que interactúan
sigue siendo un reto debido a la oclusión entre manos, la ambigüedad de la profundidad,
la segmentación de las manos y las colisiones. Además, los métodos basados en el apren-
dizaje automático se enfrentan a dificultades en el entrenamiento debido a la dificultad de
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obtener datos de entrenamiento suficientes y de alta calidad, lo que complica el desarrollo
de sistemas robustos.

Interacción Mano-Mano
Sostenemos que el uso de las manos como interfaz natural e inmersiva requiere métodos
capaces de seguir las dos manos en interacción desde una única cámara RGB. Desafortunada-
mente, existen muy pocos trabajos que aborden el escenario de seguimiento de dos manos.
Uno de los primeros intentos fue el de Oikonomidis et al. (2012), que utiliza una configu-
ración multicámara para sortear las dificultades causadas por las inevitables y fuertes su-
perposiciones. Algunos trabajos posteriores también utilizan nuevas configuraciones mul-
tivista (Han et al. 2020, 2018, Simon et al. 2017) y marcadores para facilitar el problema del
seguimiento de dos manos, mientras que otros investigan el uso de sensores de profundidad
individuales (Mueller et al. 2019, Taylor et al. 2017), lo que simplifica la configuración pero
también proporciona pistas suficientes para resolver las ambigüedades de profundidad.

Algunos métodos recientes consideran una imagen RGB monocular como entrada. Moon
et al. (2020) propuso un método que predice directamente las posiciones de las articula-
ciones de las manos en 3D a partir de imágenes RGB. Otros trabajos intentan modelar la
ambigüedad de profundidad inherente modelando explícitamente un término de visibilidad
(Kim et al. 2021), o utilizando modelos probabilísticos para la segmentación de la parte de la
mano (Fan et al. 2021) o la pose 3D (Wang et al. 2022). Por último, el método de vanguardia
de Li et al. (2022) utiliza una representación gráfica combinada con módulos de atención
para inferir las posiciones de los vértices de dos manos que interactúan, y Yu et al. (2023)
aprende características independientes para cada mano y explota la atención condicionada
a la mano cruzada previa para mitigar las interdependencias. A pesar de los significativos
avances en el seguimiento 3D de dos manos a partir de imágenes RGB, los errores residuales
en la estimación de la profundidad siguen impidiendo el cálculo preciso de los contactos
de las manos.

Detección de Contactos
Los métodos centrados en la estimación del contacto mano-objeto están estrechamente
relacionados (Chen et al. 2023, He et al. 2021, Narasimhaswamy et al. 2020, Xie et al. 2022).
Para abordar esta cuestión, se han desarrollado enfoques basados en datos que utilizan
grandes conjuntos de datos anotados de manos que manipulan objetos rígidos (Liu et al.
2021, Shan et al. 2020, Taheri et al. 2020). Sin embargo, la mayoría de los métodos existentes
estiman el contacto de la mano basándose en la información 3D de la escena o del objeto
de interés (Cao et al. 2021, Grady et al. 2021, Jiang et al. 2021, Taheri et al. 2020).

A.2 Objetivos
El objetivo general de esta tesis es estudiar y diseñar soluciones eficaces para permi-

tir una interacción inmersiva y natural en entornos virtuales. Para lograr esto, se abordan
dos retos principales: resolver las discrepancias entre las dimensiones reales y virtuales
que provocan deformaciones poco realistas, y diseñar procesos para generar datos física-
mente correctos y precisos. Estos permitirán desarrollar dos métodos para permitir y mejo-
rar las interacciones entre dos manos: uno para el seguimiento preciso de ambas manos
simultáneamente en estrecha interacción y otro para la detección de los contactos resul-
tantes.

Gestión de las Discrepancias entre Manos Reales y Virtuales
Para ofrecer una experiencia interactiva en el entorno que ofrece la tecnología de RV, uti-
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lizamos por un lado, un simulador y por otro, un dispositivo de seguimiento para poder
controlar la mano simulada. Sin embargo, esta tarea requiere la gestión de las discrepan-
cias entre la mano real y la virtual, ya que estos dos elementos no comparten las mismas
dimensiones ni las mismas morfologías de un modelo de mano a otro. Por lo tanto, esta
gestión de las diferencias debe permitir la utilización de cualquier simulador y cualquier
solución de seguimiento y, consecuentemente, ser independiente de los dos dispositivos y
de las especificaciones de cada modelo de mano. Además, el método debe ser fiable, preciso
y tener un rendimiento similar para poder ser utilizado en tiempo real.

Diseño de un Sistema de generación de Datos Físicamente Precisos
Para ofrecer una experiencia interactiva en entornos de realidad virtual utilizando méto-
dos de seguimiento de dos manos basados en el aprendizaje, es fundamental contar con un
dataset de entrenamiento de alta precisión y diverso. La capacidad de generalización de es-
tos métodos depende en gran medida de la diversidad y calidad de los datos y anotaciones.
Un conjunto variado de datos también ayuda a reducir sesgos, manejar casos aislados y con-
siderar aspectos éticos importantes. La calidad de las anotaciones es crucial para garantizar
la exactitud del seguimiento.

El proceso de recolección de datos y la anotación precisa son desafíos críticos, ya que
cualquier error puede afectar significativamente el rendimiento del modelo. Por lo tanto,
es necesario diseñar un método que no solo sea fiable y preciso, sino que también pueda
ser escalable y adaptarse a diferentes condiciones y usuarios.

Diseño de un Método de Detección de los Contactos entre Manos
Para ofrecer una experiencia interactiva en entornos de realidad virtual, es esencial contar
con un método robusto para estimar los contactos entre dos manos en interacción estrecha.
Este método debe predecir con alta precisión los puntos de contacto, superando desafíos
como la ambigüedad de la profundidad en imágenes RGB capturadas en entornos reales. En
lugar de trabajar directamente con imágenes RGB, es beneficioso convertir estas imágenes
en correspondencias de píxeles a superficie para evitar problemas relacionados con la ilu-
minación, sombras y fondos complejos. Para desarrollar un método eficaz para la detección
de contactos entre dos manos en interacción estrecha, es esencial contar con un conjunto
de datos diverso y preciso, generado a partir de simuladores de manos avanzados.

A.3 Metodología
Para la realización de esta tesis, hemos seguido la siguiente metodología:

Revisión Bibliográfica
Para comprender el contexto de esta tesis, hemos realizado un exhaustivo análisis bibli-
ográfico en el Capítulo 2, tratando el estado del arte por un lado del seguimiento de las
manos y por otro de la simulación de las manos y los objetos. Abordamos los pilares fun-
damentales necesarios para la comprensión de esta tesis detallando la representación de la
mano en el mundo virtual. Tras presentar los distintos modelos de simulación de manos y
objetos, analizamos sus puntos fuertes y describimos el método que utilizamos para llevar a
cabo nuestra investigación. A continuación, identificamos los distintos enfoques posibles
para el seguimiento basado en la visión y centramos nuestros análisis en los métodos sin
marcadores, en particular para el seguimiento simultáneo de ambas manos, que utilizan la
visión por ordenador y ofrecen muchas ventajas para el propósito de esta tesis. Por último,
también abordamos una línea ortogonal a nuestra investigación, la de la corporeidad, para
tratar el contexto en su conjunto.
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Estudio/Diseño y Desarrollo de un Modelo Intermediario para Restablecer las Dis-
crepancias
En el capítulo 3, se detalla el diseño de una estrategia de retargeting de poses diseñada para
cerrar la brecha entre los datos de la mano seguida y de los modelos de mano simulados.
Nuestro enfoque es versátil y funciona eficazmente con cualquier método de seguimiento
o simulación al actuar como un intermediario entre los dos. Utilizamos una representación
intermedia de la mano que comparte el tamaño y la morfología de la mano simulada, mien-
tras intenta igualar la configuración de la mano seguida. La estrategia de retargeting im-
plica optimizar la pose de esta mano intermedia utilizando características que reflejan la
pose de la mano seguida. Además, evaluamos el impacto práctico de la discrepancia entre
las manos en la manipulación de objetos virtuales comparando nuestra estrategia de retar-
geting de poses con una copia simple de la pose de la mano. Para ello, realizamos un estudio
con usuarios que evalúa el desempeño en tareas de manipulación de objetos virtuales. El
estudio confirma que, aunque la discrepancia en la representación de la mano no es crítica
para la manipulación de objetos grandes, es crucial para la manipulación fina de objetos
pequeños.

Diseño de un Sistema para la Generación de Datos Anotados Físicamente precisos de
Interacciones Mano a Mano
En el capítulo 4, se presenta un nuevo sistema para generar datos fotorrealistas y anota-
ciones físicamente precisas de interacciones entre dos manos, considerando la variabil-
idad en términos de silueta y apariencia. Estas condiciones son difíciles de replicar en
situaciones reales para poses altamente complejas. Para lograr esto, extendemos el modelo
paramétrico basado en la superficie de MANO (Romero et al. 2017) a una representación
volumétrica, la cual se integra en el simulador descrito en el capítulo 2. Esto nos permite
sintetizar secuencias de movimientos complejas de la mano basadas en grabaciones previas,
generando así posiciones de puntos clave en 2D y heatmaps, imágenes de correspondencia
densa, máscaras de segmentación, mapas de profundidad relativa intra-mano, y mapas de
distancia relativa inter-mano, con identidades de sujetos variables.

Este enfoque nos permite crear un conjunto de datos sintéticos que se combina con un
conjunto de datos reales. Los datos sintéticos, perfectamente anotados gracias a nuestro
sistema, mitigan la influencia del ruido presente en los datos reales. Este conjunto de datos
combinado se utilizó para entrenar un predictor de red neuronal multitarea, uno de los
componentes clave del primer método diseñado específicamente para seguir y reconstruir
dos manos en interacción en 3D global utilizando únicamente imágenes RGB.

Estudio y Desarrollo de un Modelo Eficiente para la Deteccion de Contactos entre
Ambas Manos
En el capítulo 5, proponemos un método basado en imágenes y datos para estimar el con-
tacto en interacciones mano a mano. Nuestro método se basa en dispositivos de seguimiento
de manos 3D que predicen la pose articulada de dos manos, enriquecidos con mapas de
probabilidad de contacto en el espacio de la cámara. Para entrenar nuestro método, primero
alimentamos datos de captura de movimiento de manos interactuando en un simulador de
manos basado en física y calculamos puntos de contacto 3D densos. Luego, renderizamos
estos mapas de contacto desde varios puntos de vista y creamos un conjunto de datos de
pares de imágenes de píxel a superficie de las manos y sus etiquetas de contacto corre-
spondientes. Finalmente, entrenamos una red de imagen a imagen que aprende a traducir
correspondencias de píxel a superficie en mapas de contacto. En el tiempo de inferencia,
estimamos las correspondencias de píxel a superficie utilizando un método de seguimiento
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de manos de última generación y luego usamos nuestra red para predecir contactos precisos
entre manos. Validamos cualitativamente y cuantitativamente nuestro método en datos del
mundo real y demostramos que nuestras predicciones de contacto son más precisas que los
métodos de seguimiento de manos más avanzados.

A.4 Resultados

(a) Capítulo 3: Manipulación Virtual Fina con Manos de Distintos Tamaños.

(b) Capítulo 4: Generación de Datos Anotados
de Interacciones Mano a Mano Físicamente Pre-
cisas.

(c) Capítulo 5: Contacto Mano a Mano
a partir de Imágenes RGB.

Figure A.2: Visión general de los distintos métodos implementados en esta tesis para
abordar los retos mencionados en la sección anterior.

Las contribuciones principales de esta tesis pueden ser resumidas de la siguiente man-
era:

• Una estrategia de retargeting de poses para conectar la mano seguida y la mano simu-
lada. Nuestro enfoque funciona con cualquier tipo de método de seguimiento o simu-
lación, ya que se sitúa en la interfaz entre ambas tareas. Utilizamos una representación
intermedia de la mano que comparte el tamaño y la morfología de la mano simulada,
pero que intenta ajustarse a la configuración de la mano seguida. La estrategia de
retargeting formula una optimización de la pose de esta mano intermedia, basada en
características que representan la pose de la mano seguida. (Capítulo 3)
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• Una evaluación del impacto práctico del desajuste de la mano en la manipulación de
objetos virtuales, comparando nuestra estrategia de retargeting de la pose frente a la
copia ingenua de la pose de la mano. Para ello, hemos llevado a cabo un estudio de
usuarios que se asemeja a la realización de tareas de manipulación de objetos virtuales.
El estudio confirma que el desajuste de la representación de la mano no es crítico para
la manipulación grosera (objetos grandes), pero sí para la manipulación fina (objetos
pequeños). (Capítulo 3)

• Un nuevo sistema de generación de datos sintéticos físicamente precisos, capaz de
tener en cuenta las manos en interacción con diferentes identidades, tanto en términos
de silueta como de aspecto. Este trabajo condujo al desarrollo del primer método
monocular basado en imagenes RGB para la captura de movimiento 3D de dos manos
que interactúan estrechamente, que estima simultáneamente la pose y la figura de la
mano, mientras se ejecuta en tiempo real. (Capítulo 4)

• Hasta donde sabemos, se trata del primer método basado en imágenes para estimar
los contactos entre manos a partir de una única imagen RGB. Nuestro método se basa
en las soluciones de seguimiento a dos manos ya existentes, enriqueciéndolas con un
mapa de probabilidad de contacto de manos en el espacio de la cámara que ofrece
muchas ventajas: i) permite la detección del contacto incluso cuando el seguimiento
3D es impreciso, ii) hace que nuestra solución sea compatible con cualquier sistema
de seguimiento a dos manos ya existente (tanto métodos basados en la profundidad
como métodos basados en imagenes RGB), iii) puede utilizarse potencialmente como
un nuevo término en los métodos basados en la optimización para el seguimiento a
dos manos. (Capítulo 5)

• Un nuevo cojunto de procesos y sistemas para detectar y anotar automáticamente con-
tactos de superficie densa por vértice en secuencias de interacción de manos en el
mundo real. (Capítulo 5)

Además, los resultados de esta tesis se encuentran presentados en las siguientes publi-
caciones:

• Sorli et al. (2021) "Fine Virtual Manipulation with Hands of Different Sizes." -
Suzanne Sorli, Dan Casas, Mickeal Verschoor, Ana Tajadura-Jiménez, Miguel A. Otaduy
- En: Proceedings of the International Symposium on Mixed and Augmented Reality
(ISMAR), 2021, CORE: A*.

• Wang et al. (2020) "RGB2Hands: Real-Time seguimiento of 3D Hand Interactions
from Monocular RGB Video." - Jiayi Wang, Franziska Mueller, Florian Bernard,
Suzanne Sorli, Oleksandr Sotnychenko, Neng Qian, Miguel A. Otaduy, Dan Casas,
Christian Theobalt - En: ACM Transactions on Graphics (Proceedings of ACM SIG-
GRAPH Asia), 2020, JCR Q1.
El autor principal de este trabajo es Jiayi Wang, que diseñó la formulación de ajuste
del modelo generativo, así como la red neuronal convolucional multitarea, mientras
que yo fui el principal contribuyente del sistema de generación de datos sintéticos
físicamente correctos utilizado para entrenar el predictor de aprendizaje automático.
El trabajo se incluye en la tesis para complementar los métodos de seguimiento de
ambas manos interactuando.

• "Hand-to-hand Contact from RGB Images." - Suzanne Sorli, Marc Comino-Trinidad,
Dan Casas - En: En proceso de revisión, 2024.
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A.5 Conclusiones
Globalmente, esta tesis pretende mejorar las interacciones mano-objeto y mano-mano

para ofrecer experiencias e interfaces inmersivas e intuitivas. Logramos este objetivo pro-
poniendo métodos a medida para cada escenario. En primer lugar, desarrollamos un método
para reorientar las poses de las manos entre manos de distintos tamaños y morfologías es-
queléticas, mejorando las interacciones mano-objeto. En segundo lugar, presentamos un
nuevo sistema para generar datos de interacción a dos manos físicamente precisos, creando
un conjunto de datos de entrenamiento para desarrollar el primer método de seguimiento
en tiempo real capaz de reconstruir dos manos interactuando a partir de vídeo monocu-
lar RGB. Además, introdujimos un enfoque basado en imágenes para estimar los contactos
mano-mano, mejorando la calidad general de las interacciones mano-mano más allá de lo
que los actuales métodos de seguimiento de dos manos basados en RGB pueden lograr de-
bido a errores en las estimaciones de profundidad, forma o pose..

El capítulo 3 está dedicado a las interacciones mano-objeto y aborda la brecha exis-
tente entre los datos de la mano seguida y los del modelo de la mano simulada medi-
ante una estrategia de retargeting de poses que evita la necesidad de compartir una rep-
resentación común de la mano. Nuestro enfoque es versátil y funciona eficazmente con
cualquier método de seguimiento o simulación actuando como intermediario entre ambos.
Además, evaluamos las implicaciones prácticas de las discrepancias en la representación
de la mano en la manipulación de objetos virtuales comparando nuestra estrategia de re-
orientación de la pose con un enfoque ingenuo de copia de la pose de la mano que revela
que, mientras que la falta de coincidencia en la representación de la mano tiene un impacto
mínimo en la manipulación de objetos más grandes, afecta notablemente a la precisión
necesaria para manipular objetos más pequeños. El método propuesto culminó con una
presentación bajo el título Fine Virtual Manipulation with Hands of Different Sizes. (Sorli et al.
2021) en la Conferencia 2021 IEEE International Symposium on Mixed and Augmented
Reality (ISMAR), clasificada A* en el sistema de clasificación de conferencias CORE.

Los capítulos 4 y 5, en cambio, se centran en escenarios en los que interactúan dos
manos. Las cámaras RGB son omnipresentes, pero no proporcionan ninguna indicación de
profundidad, lo que supone un obstáculo importante en este tipo de situaciones. En el capí-
tulo 4, desarrollamos un sistema capaz de generar datos precisos sobre secuencias en las que
intervienen dos manos en estrecha interacción, que incluyen la profundidad intra-mano y la
distancia inter-mano, para el entrenamiento. Este fue un componente clave en el diseño de
un método pionero en tiempo real para capturar tanto la pose esquelética como la geometría
de la superficie 3D de las manos desde una única cámara RGB, considerando explícitamente
las interacciones cercanas. Se ha demostrado que este método supera a otros anteriores
basados únicamente en RGB en situaciones complejas de interacción a dos manos. Sin
embargo, en algunos casos, sigue padeciendo errores residuales en la estimación de la pro-
fundidad, la silueta o la pose de la mano, lo que impide la detección precisa de los contactos
mano a mano a pesar de los prometedores resultados y sigue representando un problema
actual. En el capítulo 5, presentamos un método basado en datos de imagen para estimar
el contacto en interacciones mano-mano. En el momento de la inferencia, estimamos las
correspondencias píxel-superficie utilizando el seguimiento de manos más avanzado y, a
continuación, utilizamos nuestra red para predecir con precisión el contacto mano-mano.
Validamos ampliamente nuestro método con análisis cualitativos y cuantitativos de datos
reales, demostrando su mayor precisión que los métodos actuales de seguimiento de manos.

Esta investigación culminó con una presentación en una conferencia y una publicación



94 Appendix A ● Resumen

en la revista ACM Transactions on Graphics (TOG) (JCR Q1) como cuarto autor, con el
título RGB2Hands: Real-Time seguimiento of 3D Hand Interactions from Monocular RGB Video
(Wang et al. 2020), y un artículo actualmente en revisión titulado Hand-to-hand Contact from
RGB Images.

En esta tesis, hemos introducido varios métodos y enfoques innovadores que han supuesto
avances significativos en el campo de las interacciones mano-objeto y mano-mano en RV y
RA. Nuestras contribuciones se han demostrado mediante experimentos rigurosos y apli-
caciones prácticas, mejorando el realismo y la inmersión de las experiencias de RV. Las
soluciones propuestas abordan retos críticos en los escenarios mano-objeto y a dos manos,
proporcionando un modelo de interacción más natural e intuitivo que beneficiará tanto a
las aplicaciones comerciales como a la investigación. A medida que las tecnologías de RV
y RA sigan evolucionando y ganando popularidad, la demanda de modelos de interacción
sofisticados no dejará de crecer, y estamos seguros de que nuestras soluciones serán esen-
ciales para satisfacer esta necesidad.

Somos optimistas en cuanto a que los avances en RA y RV pronto harán que estas tec-
nologías se generalicen e integren en la vida cotidiana. Las aportaciones realizadas en esta
tesis contribuyen a su adopción más generalizada al mejorar la usabilidad y accesibilidad
de estas tecnologías. Mediante el desarrollo de interfaces más prácticas e intuitivas, pre-
tendemos eliminar la necesidad de sensores y dispositivos engorrosos. Combinados con las
continuas mejoras de la tecnología y los algoritmos de aprendizaje automático, estos pro-
gresos potenciarán notablemente las experiencias propuestas. Esperamos que estos avances
atraigan a un público más amplio, poco familiarizado con este mundo virtual, e inspiren una
pasión por él similar a la mía.

Un importante paso hacia adelante consistiría en dar prioridad a la diversidad de las
manos y acomodar a las personas con discapacidad. Aunque el seguimiento actual de las
manos y los nuevos modelos de interfaz ofrecen soluciones esperanzadoras, el acceso a esta
tecnología sigue siendo problemático para muchos.
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